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Abstract

The simple intramolecular model for gene assembly in ciliates consists of three
molecular operations based on local DNA manipulations. It was shown to predict
correctly the assembly of all currently known ciliate gene patterns. Mathematical
models in terms of signed permutations and signed strings proved limited in cap-
turing some of the combinatorial details of the simple gene assembly process. A
different formalization in terms of overlap-inclusion graphs, recently introduced
by Brijder and Hoogeboom, proved well-suited to describe two of the three oper-
ations of the model and their combinatorial properties. We introduce in this paper
an extension of the framework of Brijder and Hoogeboom in terms of directed
overlap-inclusion graphs where more of the linear structure of the ciliate genes is
described. We investigate a number of combinatorial properties of these graphs,
including a necessary property in terms of forbidden induced subgraphs.

Keywords: Directed overlap-inclusion graphs, gene assembly in Ciliates, simple
operations
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1 Introduction

Ciliates form a large and old group of unicellular eukaryotes. One of their char-
acteristics is that each ciliate contains two types of functionally different nuclei:
the germline nuclei (micronuclei) and the somatic nuclei (the macronuclei), each
having multiple copies. The genes are differently organized in the two types of nu-
clei: micronuclear genes are split into blocks (called MDSs), which are separated
by noncoding blocks. The MDSs come in a shuffled order, some of them being
also inverted. Each MDS M ends with a short sequence of nucleotides (called
pointer) that has a second occurrence in the beginning of the MDS that should
follow M in the orthodox order. Macronuclear genes have all the MDSs spliced
together (or assembled) on their common pointers. During sexual reproduction,
all macronuclei are destroyed and new macronuclei are formed starting from a
copy of a micronucleus. During this process, micronuclear genes get transformed
into macronuclear genes by having excised all noncoding blocks and assembling
the MDSs in the orthodox order. The process is called gene assembly and has been
subject to intense combinatorial and computational research in the last decade. We
refer for details to [6], [1], and [23] and references therein.

Several molecular models were considered for the gene assembly process,
see [1]. Among them is the simple intramolecular model introduced in [8]. Unlike
the other models, the simple intramolecular model postulates that gene assembly
takes place as a result of local interactions, where only neighboring MDSs are able
to interact with each other. The model was shown in [15] to predict correctly the
assembly of all currently known gene patterns, see the database discussed in [5]
for an up-to-date list. The simple model was modeled mathematically as a sorting
of signed permutations in [16], and as a string rewriting system in [3, 4]. Both
formal frameworks turned out to be limited in capturing the details of the local
interactions postulated by the simple model and made it difficult to characterize,
e.g., all gene patterns that can be assembled through simple operations. A sim-
ilar difficulty in the case of the general intramolecular model was overcome by
extending the model to signed overlap graphs, see [6]. In the case of simple oper-
ations, signed overlap graphs seem however insufficient to capture unambiguously
the information about the distance among various pointers and MDSs, a crucial
ingredient in the very definition of the simple model. A partial solution was in-
troduced in [2] where genes were modeled as signed overlap-inclusion graphs.
However, only two of the three operations of the simple model could be modeled
in this context.

In this paper we extend the graph framework of [2] and introduce directed
signed overlap-inclusion graphs as a model for ciliate genes. We explore some
of their basic properties in connection to the other modeling frameworks for cil-
iate genes: strings, overlap graphs, and overlap-inclusion graphs. We also prove
a number of combinatorial results about the directed signed overlap-inclusion
graphs such as a necessary property for these graphs in terms of forbidden in-
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duced subgraphs. Even though the difference with respect to the framework of [2]
may seem relatively minor, in modeling the overlap relationship among pointer
intervals as directed rather than undirected edges, the properties of the directed
overlap-inclusion graphs are remarkably different. In particular, they are able to
support defining all three operations of the simple intramolecular model, which
was not possible in the framework of [2]. Due to lack of space, we only briefly
discuss the modeling of the simple model operations in this new framework and
rather focus in this paper on its combinatorial properties.

2 Preliminaries
We recall in this section some of the basic definitions we need throughout the
paper. For more details we refer to [6].

2.1 Legal strings
For an alphabet Σ and two strings u, v over Σ, we say that v is a scattered sub-
sequence of u if u = a1a2 . . . an and v = ai1ai2 . . . aik , for some 0 ≤ k ≤ n,
1 ≤ i1 < . . . < ik ≤ n, and aj ∈ Σ, for all 1 ≤ j ≤ n.

Let ∆k = {2, 3, . . . , k} be an alphabet of pointers, M = {b, e} a set of
markers and Σk = ∆k ∪ M , for some k ≥ 1. Without risk of confusion, we
will often omit the subscript k and simply write Σ instead of Σk. We denote by
Σk = {2, . . . , k, b, e} a signed copy of Σk and let Σzk = (Σk ∪ Σk)

∗.
We say that a string u in Σzk is legal if for any a ∈ ∆k, u contains either

0, or 2 occurrences from the set {a, a} and moreover, u contains exactly one
occurrence from the set {b, b} and one occurrence from the set {e, e}. If u contains
occurrences from the set {a, a}, for some a ∈ Σk, then we say that a occurs in u
and denote it a ∈ u. We define the domain of u as dom(u) = {a ∈ Σk | a ∈ u}.

Let p ∈ Σ ∪ Σ and let u ∈ Σz be a legal string. If u contains both substrings
p and p then p is said to be positive in u; otherwise, it is said to be negative. If
u = u1p

′u2p
′′u3, with p′, p′′ ∈ {p, p}, then the p-interval of u is the substring u2.

For any distinct p, q ∈ u, p and q have one of the following relations:

• p and q overlap if exactly one occurrence from {p, p} can be found in the
q-interval of u. We denote the overlapping relation by p ⇒u q, if the first
occurrence from {p, p} occurs in u before the first occurrence from {q, q}
and we denote it by q ⇒u p otherwise;

• q is included in p if the two occurrences from {q, q} are found within the
p-interval. This relation is denoted by p→u q;

• p and q are disjoint if they do not overlap and neither is included in the other
in u.
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Figure 1: (a) The overlap graph corresponding to actin I gene in Sterkiella nova,
(b) The overlap-inclusion graph corresponding to actin I gene in Sterkiella nova.

For details on how to associate a legal string to a ciliate gene we refer to [6].
For example, the legal string corresponding to actin I gene in Sterkiella nova is
34456756789e3̄ 2̄b289, see [6].

2.2 Overlap graphs
The overlap relationships of the pointers of a legal string can be presented through
an overlap graph (also known as interlacement graphs, see, e.g., [11]. The overlap-
graph based pointer reduction system was introduced in [10, 7]) to model gene
assembly in ciliates through rewriting of overlap graphs. For a legal string u, its
overlap graph G = (V, σ, E) was defined as follows: V = dom(u), σ : V →
{+,−} is the signing of vertices from V (i.e., if p ∈ V is positive in the corre-
sponding string u, then σ(p) = +, otherwise σ(p) = −) and E = {{p, q}|p ⇒u

q or q ⇒u p}.

Example 1. The overlap graph corresponding to actin I gene in Sterkiella nova is
shown in Figure 1(a).

2.3 Overlap-inclusion graphs
The overlap and the inclusion relations between the pointers of a legal string can
be captured through overlap-inclusion graphs as defined in [2]. For a legal string
u its overlap-inclusion graph G was defined as follows: V = dom(u) and E =
{{p, q}|p ⇒u q or q ⇒u p)}

∪
{(p, q)|p →u q}. In this way, for any pair of

overlapping pointers {p, q} in u there is an undirected edge in G between p and q,
and for any pointer p whose interval includes in the interval of some pointer q, G
has the edge p →G q from p to q. Note that in [2], the authors used the reverse
orientation for the inclusion edges.

Example 2. The overlap-inclusion graph corresponding to actin I gene in Sterkiella
nova is shown in Figure 1(b).
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Figure 2: The directed overlap-inclusion graph corresponding to actin I gene in
Sterkiella nova.

3 Directed overlap-inclusion graphs
We introduce in this section a new type of graph to represent the overlap and the
inclusion relations among the pointers of a legal string. We extend the overlap-
inclusion graph representation of micronuclear gene patterns introduced in [2].
The change we introduce is minimal: we substitute undirected edges which rep-
resent overlap relation between pointers with directed edges. This change is how-
ever enough to be able to define all three simple operations for gene assembly in
ciliates on the level of graphs, a problem left (partially) open in [2]. Due to lack
of space, we only focus in this paper on the properties of the directed overlap-
inclusion graphs and only briefly discuss the graph-based modeling of the simple
gene assembly operations.

3.1 Definitions and basic results
We define the directed overlap-inclusion graphs as follows.

Definition 1. Let u be a legal string. The directed overlap-inclusion (in short
DOI) graph Gu = (V,Eo, Ei, σ) corresponding to u is defined as follows: V =
dom(u) is the set of vertices, σ : V → {+,−} is the signing of its vertices such
that for each p ∈ V , σ(p) = + if p is a positive pointer in u and σ(p) = −
otherwise. Eo and Ei are sets of its directed edges, Eo = {(p, q)|p ⇒u q} and
Ei = {(p, q)|p→u q}. For a DOI graph G and any string u such that G = Gu we
say that u corresponds to G.

Example 3. The DOI graph corresponding to actin I gene in Sterkiella nova is
shown in Figure 2.

Example 4. Note that more than one string may correspond to a DOI graph, for
example u = 6224335546 and v = 6224553346 have the same DOI graph.

Definition 2. Let G be a directed labeled graph with {+,−} as vertex labels and
{′overlap′,′ inclusion′} as edge labels. The underlying digraph of G is the graph
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Figure 3: The DOI graphs G1 and G2 (corresponding to u1 = 23425354 and
u2 = 25354234, resp.) have the same underlying overlap graph G.

obtained be removing edge labels, and the underlying graph of G is the graph
obtained be removing edge labels and orientations.

We prove now several basic results about DOI graphs. The following result
gives the connection between the directed overlap-inclusion graph of a string and
its overlap graph. The result is straightforward to prove based on Definition 1.

Lemma 1. Let Gu be the DOI graph corresponding to string u and G′
u the graph

constructed from Gu by removing its inclusion edges, and replacing its directed
overlap edges with undirected ones. Then G′

u is the overlap graph corresponding
to u.

Example 5. There are distinct DOI graphs having the same underlying overlap
graph, see Figure 3.

Lemma 2. Every induced subgraph of a DOI graph is a DOI graph.

Proof. Let G = (V,Eo, Ei, σ) be the DOI graph corresponding to u. Let G′ be
its induced subgraph on vertices V ′ = {v1, v2, ..., vk} ⊆ V . Let u′ be the string
obtained from u by removing all occurrences of every v ∈ V \ V ′. We claim that
the DOI graph corresponding to u′ is G′. Let p, q be two overlapping pointers in
u′ and p⇒u′ q. It follows that p⇒u q and so, p⇒G q. Thus, since p, q ∈ V ′, we
have p ⇒G′ q. Take now an overlap edge of G′, r ⇒G′ s. It follows that r ⇒G s
and, r ⇒u s. Since r, s ∈ V ′, we obtain that r ⇒u′ s

Lemma 3. Let Gu = (V,Eo, Ei, σ) be the DOI graph corresponding to legal
string u. Let E ′

o be the set of undirected edges over V defined as follows:

E ′
o = {{p, q} | p, q ∈ V and either (p, q) ∈ Eo, or (q, p) ∈ Eo}.

Then the graph H = (V,E ′
o, Ei, σ) is the overlap-inclusion graph corresponding

to u.

Example 6. There are distinct DOI graphs having the same underlying overlap-
inclusion graph, see Figure 4.
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Figure 4: The two DOI graphs G1 and G2 (corresponding to u1 = 23352454 and
u2 = 45425332, resp.) have the same underlying overlap-inclusion graph G.

Theorem 4. Any DOI graph G is a directed acyclic graph.

Proof. Since the direction of an edge is always determined by the order in which
the elements occur in the double occurrence string u, the DOI graph, Gu, corre-
sponding to u is acyclic, i.e., there are are no directed cycles in Gu.

Corollary 5. Any connected component of a DOI graph G, is rooted, i.e., the
underlying digraph is acyclic and there exists exactly one vertex, called the root
of G, of indegree zero.

It turns out that the directed overlap relation between pointers establishes their
order in any corresponding string.

Lemma 6. Let G be a DOI graph that contains the following path s1 ⇒G s2 ⇒G

· · · ⇒G sn, si ̸= sj for i ̸= j. Then the first occurrences of the pointers in string
u corresponding to G appear in the order s1s2 · · · sn. The same holds also for the
sequence of their second occurrences.

Proof. According to the definition of the overlap relation, if si ⇒G si+1, then in
all strings u corresponding to G, sisi+1sisi+1 is a scattered subsequence of u, for
all 1 ≤ i ≤ n− 1.

Lemma 7. Let G be a DOI graph. If s1 ⇒G sn, s1 ⇒G s2 ⇒G ... ⇒G sn, then
any legal string u corresponding to G has the following (scattered) subsequence:

s1s2 · · · sns1s2 · · · sn.

Proof. Let G be a DOI graph with edges s1 ⇒G sn, s1 ⇒G s2 ⇒G ... ⇒G

sn. Since s1 ⇒G sn, pointers s1 and sn occur in order s1sns1sn in any string
corresponding to G. Since we have s1 ⇒G s2 ⇒G ... ⇒G sn, by Lemma 6
pointers s1, s2, . . . , sn occur in order s1s2sns1s2sn.

Lemma 7 has the following additional implication.

Corollary 8. Let G be a DOI graph. If s1 ⇒G sn, s1 ⇒G s2 ⇒G ...⇒G sn, then
si ⇒G sj , for all 2 ≤ i < j ≤ n.
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Figure 5: All 3-vertex, acyclic, forbidden graphs. Inclusion edges are illustrated
as simple arrows and overlap edges as double arrows.

Proof. By Lemma 7 there is a scattered sequence of pointers

s1s2 · · · sns1s2 · · · sn

in any string corresponding to G. In this way, for any i and j, 1 ≤ i < j ≤ n
pointers si and sj occur in order sisjsisj in any string corresponding to G. Then
si ⇒G sj .

The following three results results correspond Lemma 6, Lemma 7 and Corol-
lary 8 for inclusion edges.

Lemma 9. Let G be a DOI graph that contains the following path s1 →G s2 →G

· · · →G sn, si ̸= sj for i ̸= j. Then the first occurrences of the pointers in string
u corresponding to G appear in the order s1s2 · · · sn. the second occurrences of
the pointers in string u corresponding to G appear in the order snsn−1 · · · s1.

Lemma 10. Let G be a DOI graph. If s1 →G sn, s1 →G s2 →G ... →G sn, then
any legal string u corresponding to G has the following (scattered) subsequence:

s1s2 · · · snsnsn−1 · · · s1.

Corollary 11. Let G be a DOI graph. s1 →G sn, s1 →G s2 →G ... →G sn, then
si →G sj , is an inclusion edge for all 2 ≤ i < j ≤ n.

3.2 Forbidden Subgraphs
In this section we introduce the concept of forbidden subgraphs of directed overlap-
inclusion graphs.

Definition 3. Let G be a directed, vertex- and edge-labeled graph. We say that G
is forbidden if there is no string u such that G is the DOI graph corresponding to
u.
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Definition 4. Let u be a legal string. If u = a1a2 . . . an, then uR = an . . . a2a1
is the reversal of string u. If G is the DOI graph corresponding to legal string u,
then GR is the graph corresponding to uR.

The following result is straightforward.

Lemma 12. A minimal (in number of vertices) forbidden directed, vertex- and
edge-labeled graph is connected, i.e., its underlying graphs is connected.

Lemma 13. For any DOI graph G, GR is also a DOI graph.

Theorem 14. Let G be a directed labeled graph with {+,−} as vertex labels and
{′overlap′,′ inclusion′} as edge labels. If G is a 3-vertex, acyclic graph, then G
is forbidden if and only if it is isomorphic to one of the graphs in Figure 5.

Proof. Depending on the type of edges that G consists of, we consider the follow-
ing cases:

i. three overlap edges;

ii. two overlap edges and one inclusion edge;

iii. two overlap edges;

iv. one overlap edge and two inclusion edges;

v. one overlap edge and one inclusion edge;

vi. one overlap edge;

vii. three inclusion edges;

viii. two inclusion edges;

ix. one inclusion edge;

x. no edges.

We discuss each case separately. Let {x, y, z} be the vertices of G.
i. All acyclic graphs with three vertices and three overlap edges are isomorphic

to the graph with x ⇒G y, z ⇒G y and z ⇒G x. The string zxyzxy corresponds
to G, therefore, G is not forbidden.

ii. It is straightforward to see that an acyclic graph with two overlap edges
and one inclusion edge is isomorphic to one of the graphs in Figure 6. Graphs
H1 and H2 are not forbidden: strings yxzyzx and xzyzxy correspond to them,
respectively. In the case of H3, let u be a string corresponding to it. Then xyxy
and yzyz are scattered subsequences of u. Thus, u = xyzxyz or u = xyxzyz. In
neither of these strings does the x-interval include the z-interval.
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considered in Theorem 15.
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Figure 7: All graphs with two overlap edges of the type considered in Theorem 15.

iii. The graph can only be isomorphic to one of the graphs in Figure 7. String
xyxzyz corresponds to H4, so it is not forbidden.

Any string u corresponding to H5 has yxyx and yzyz as scattered subse-
quences. Thus, there should be either an overlap, or inclusion relation between
x and z. This is a contradiction.

Any string u corresponding to H6 has xyxy and zyzy as scattered subse-
quences. Thus, there should be either an overlap, or inclusion relation between
x and z. This is a contradiction.

iv. The graph can only be isomorphic to one of the graphs in Figure 8. String
corresponding to H7 has xyyx and yzzy as scattered subsequences. Therefore,
u = xyzzyx, contradicting x⇒G z. Thus, H7 is forbidden.

Strings xzyyxz and yxzxzy correspond to H8 and H9, respectively.
v. The graph can only be isomorphic to one of the graphs in Figure 9. The

corresponding strings to H11 and H12 are xyxzzy and yzzxyx respectively, so
they are not forbidden.

In the case of H10 and H13 we have zyyz as a scattered subsequence of any
corresponding string. Also x should have an occurrence in the y-interval. Conse-
quently there must be an edge(of some kind and orientation) between x and z, a
contradiction. Thus, H10 and H13 are forbidden.

?>=<89:;x //

��
66

66
66

6

66
66

66
6

?>=<89:;y

����
��

��
�

?>=<89:;z

?>=<89:;x //

��
66

66
66

6

66
66

66
6

?>=<89:;y

?>=<89:;z

DD�������

?>=<89:;x

��
66

66
66

6

66
66

66
6

?>=<89:;yoo

����
��

��
�

?>=<89:;z

(H7) (H8) (H9)

Figure 8: All graphs with one overlap edge and two inclusion edges of the type
considered in Theorem 15.
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Figure 10: All graphs with two inclusion edges of the type considered in Theo-
rem 15.

vi. The graph is isomorphic to the DOI graph corresponding to xyxyzz and
thus, it is a DOI graph.

vii. All acyclic graphs with three vertices and three inclusion edges are iso-
morphic to the graph with x →G y, y →G z and x →G z. The string xyzzyx
corresponds to G, therefore, G is not forbidden.

viii. The graph can only be isomorphic to one of the graphs in Figure 10.
String zxxyyz corresponds to H15, so it is not forbidden.

For graph H14 we have scattered subsequences xzzx and yzzy. On the other
hand, the x-interval and the y-interval of u are disjoint. This is a contradiction so,
H14 is forbidden.

For graph H16 we have scattered subsequences xzzx and zyyz. On the other
hand, the x-interval and the y-interval of u are disjoint. This is a contradiction so,
H16 is forbidden.

ix. The graph is isomorphic to the DOI graph corresponding to xyyxzz and
thus, it is a DOI graph.

x. The graph is isomorphic to the DOI graph corresponding to xxyyzz and
thus, it is a DOI graph.

Corollary 15. A graph G with an induced 3-vertex subgraph isomorphic to one
the graphs in Figure 5 is forbidden.

Proof. This follows easily from Lemma 2 and Theorem 15.

Example 7. The opposite direction of Corollary 16 is not generally true as it can
be seen in Figure 11. By Theorem 15, none of the induced subgraphs of G is
forbidden. On the other hand, G is forbidden. To prove it, assume that there is
a string u corresponding to G. Then we have xwzxwz as a scattered substring
of u. Since w →G y, both occurrence of y come in the x − interval of u. It

10
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Figure 11: DF 4, an example of a forbidden 4-vertex DOI graph that has no for-
bidden 3-vertex induced subgraph.

(T2) (X31) (XF n+1
2 ) (XF n

3 )

Figure 12: Four forbidden interval graphs.

follows now that there should exist edges of some kind between {y, z} and {y, x},
a contradiction. We denote the graph in Figure 11 by DF 4.

Definition 5. An undirected graph G is called an interval graph if its vertices
can be put into one-to-one correspondence with a set of intervals I of a linearly
ordered set (like the real line) such that two vertices are connected by an edge of
G if and only if their corresponding intervals have nonempty intersection [12].

It is straightforward to conclude the following lemma from the Definition 6.

Lemma 16. Interval graphs are exactly the underlying graphs of DOI graphs. In
other words, the DOI graphs are edge-colored orientations of interval graphs.

The following result is a characterization of [22] of interval graphs in term of
forbidden graphs.

Lemma 17. Let G be a DOI graph. If the underlying graph of G has an induced
subgraph isomorphic to either Cn+4 (a directed cycle with n ≥ 0) or one of the
graphs in Figure 12, then G is forbidden.

Let G be DOI graph and p, q two vertices of G. If p⇒G q or p→G q, then we
write p G q.

Lemma 18. A forbidden graph G of four or more vertices is rooted (with a unique
root) or it contains a directed cycle Cn for some n ≥ 3.

Proof. Suppose that G is acyclic. Then the underlying digraph is acyclic, and
it contains one or more vertices with indegree 0. Suppose there are two such
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vertices p and q. By Theorem 15, p and q do not have a common neighbour.
Let t be a vertex such that there is a directed path from p to t and from q to t
such that the sum of the lengths is minimal. Then there are vertices tp and tq
with tp  G t and tq  G t such that tp is on the path from p and tq is on the
path from q. By the forbidden triplets we must have also tp  G tq or tq  G tp.
However, this contradicts the minimality assumption, since now it should be t = tq
or t = tp.

Lemma 19. Let G be a forbidden graph, and let p be its root. Then the digraph
G− p is connected, and there is a vertex q such that p⇒G q.

Proof. Let p be the unique root of G provided by Lemma 19, and let A1, · · · , Ak

be the connected components of the underlying graph of the DOI graph G − p.
Suppose k ≥ 2. By Lemma 22, the degree of p is at least two (and it has no
incoming edges). Hence the subgraphs Gi induced by Ai ∪ {p} are DOI graphs,
and thus Gi = G(wi) for some double occurrence string wi.

If for all neighbors q ∈ Ai of p, we have p → q, then clearly we must have
wi = pvip, since the digraph induced by Ai is connected, and in this case p → q
for all Ai. Moreover, if this holds for all i, then w = pv1v2 · · · vkp is a double
occurrence string such that G = G(w); a contradiction on the choice of G. Hence
there must be one component, say A1, such that p ⇒G q for some q ∈ A1. Now
G1 = G(w1), where w1 = pu1qu2pu3qu4 for some strings u1, u2, u3, u4. By the
forbidden triplets, the index 1 is the only one with this property. Hence p → t
for all t ∈ ∪k

i=2Ai. Now w = pv2 · · · vku1qu2pu3qu4 satisfies G = G(w); again a
contradiction.

Lemma 20. Let DFm be a graph of order m+4 for m ≥ 1 consisting of vertices
p, q, s, t and t1, t2, . . . , tm such that t⇒ q ⇒ s, t⇒ t1 ⇒ . . .⇒ tm ⇒ s, q → p,
q → ti for each i = 1, 2, . . . ,m. DFm is forbidden.

Proof. Assume that there is a string u corresponding to DFm. Then we have
tqt1tt2t1t3t2t3 · · · tm−1tmtm−1stmqs as a scattered string of u. Since q → p, both
occurrences of p come within the q-interval, therefore there should be an edge of
some kind between p and t, which is a contradiction. Thus, DFm is forbidden.

Lemma 21. Let G be a minimal forbidden graph with a vertex of degree one.
Then G has one of the graphs from Figure 5, DF 4 or DFm for some m ≥ 1 as an
induced subgraph.

Proof. The graph G is connected, suppose deg(p) = 1 and let q be the unique
neighbor of p. Consider the graph G − p where the vertex p is removed. By
assumption of minimality, G− p is a DOI graph, and hence there exists a double
occurrence string w = −q − q− such that G− p is the DOI graph corresponding
to w .
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(1) If p →G q is the only outgoing edge of p, then, let t be a neighbor of
q different from p. Now, {p, q, t} forms a forbidden triple as can be seen from
Theorem 15.

(2) Let p ←G q. Now, add pp after the first occurrence of q to obtain w(0) =
−qpp− q−. Since G is not a DOI graph, G ̸= G(w(0)), and hence there must exist
a vertex t in G such that pp belongs to the t-interval in w(0). This can happen
only if t →G q or t ⇒G q. The first option gives a forbidden nontransitive triple
t→G q →G p in G. Hence t⇒G q.

Choose t such that its second occurrence is the last one with t ⇒G q. (It is in
the q-interval.)

Then add pp in the original w after the second occurrence of t to obtain w(1) =
−t− q − tpp− q−. Again, since G is forbidden and therefore not corresponding
to w(1), there exists a vertex t1 in G such that pp belongs to the t1-interval in w(1).
If the second occurrence of t1 is not in the q-interval, then we necessarily have the
forbidden subgraph DF 4. Hence the second t1 occurs between pp and the second
q, and thus q → t1 and t ⇒ t1 hold. Choose t1 to be the last element with this
property.

Consider the original w and replace the last t1 by t1pp. Once again, there exists
a t2 such that pp occurs in the t2-interval. Now the t-interval and the t2-interval
must be disjoint by the choice of t and t1. Hence the elements t2 have two choices:

− t− q − t1 − t− t2 − t1pp− t2 − q− ,

− t− q − t1 − t− t2 − t1pp− q − t2 − .

The second one creates a forbidden DF5 in G. In the first case, let t2 be the last
one with t1 ⇒ t2 and q → t2.

We proceed inductively. Let m be the first index for which tm−1 ⇒ tm and
q → tm, and there exists an element an element s the second occurrence of s
does not belong to the q-interval, and tm ⇒ s holds. (This s is obtained by
considering the word w(m) obtained from w replacing the last occurrence of tm by
tmpp.) Now q ⇒ s, since s → q would result to the forbidden induced subgraph
s→ q → p.The word w is now of the form

w = −t− q − t1 − t− t2 − t1 − · · · − s− tm − q − s− ,

which is the forbidden DFm.

(3) Assume p⇒G q. Then the forbidden triples yield that the indegree of q is
one. Replace the first occurrence of q in w by pqp. Since G is not a DOI graph,
there is a vertex t such that t ⇒G q or t →G q. However, this not possible by the
indegree of q.

(4) Assume p ⇐G q. This case is a dual case of (3), i.e., it reduces to (3) by
considering the reverse string wR of w.
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4 Discussion
In this paper we proposed a new type of graph, directed overlap-inclusion graph,
as a model for the pointer structure of ciliate genes. The main goal of introduc-
ing the model was to be able to investigate the combinatorial properties of the
simple intramolecular model for gene assembly (such as characterizing the gene
patterns that can be assemble through applications of simple operations), which
was not possible in terms of permutations or string, and only partially possible in
terms of overlap-inclusion graphs. In particular, all three operations of the simple
model can easily be defined in terms of signed directed overlap-inclusion graphs
as follows.

Let G be a DOI graph and p an arbitrary node of G. We denote by inSeti(p)
the set of vertices with an inclusion edge ending in p. Moreover, inDegi(p) is the
number of vertices in inSeti(p). Similarly, we use outSeti(p) and outDegi(p)
to denote the set and number of vertices with an inclusion edge starting from p.
We use the notation inSeto(p), inDego(p), outSeto(p), and outDego(p), resp. to
denote the corresponding notions for overlap edges. adjacent to p.

For a DOI graph G = (V,Eo, Ei, σ) and vertices p, q ∈ V we define the
following operations:

i. The simple graph negative rule sgnp:

• sgnp can be applied to G if σ(p) = − and inDego(p) + outDego(p) +
outDegi(p) = 0;

• If G′ = sgnp(G), then V ′ = V \ {p}, σ′(r) = σ(r) for all r ∈ V ′,
E ′

o = Eo and E ′
i = Ei \ {(q, p)|q ∈ inSeti(p)};

ii. The simple graph positive rule sgpp:

• sgpp can be applied to G if σ(p) = +, inDego(p) + outDego(p) = 1,
and outDegi(p) = 0;

• If G′ = sgpp(G), then V ′ = V \{p}, σ′(r) = σ(r) for all r ∈ V ′\{q},
σ′(q) = −σ(q), E ′

o = Eo \ {(p, q), (q, p)} and E ′
i = Ei \ {(r, p)|r ∈

inDegi(p)}, where inSeto(p) ∪ outSeto(p) = {q};

iii. The simple graph double rule sgdp,q:

• sgdp,q can be applied to G if σ(p) = σ(q) = −, q ∈ outSeto(p) and
inSeto(p)∪p = inSeto(q), outSeto(p) = outSeto(q)∪q, inSeti(p) =
inSeti(q) and outSeti(p) = outSeti(q);

• If G′ = sgdp,q(G), then V ′ = V \ {p, q}, σ′(r) = σ(r) for all r ∈ V ′,
E ′

o = Eo \ {(p, q)} ∪ {(p, s), (s, p), (t, q), (q, t)|s ∈ inSeto(p) ∪
outSeto(p), t ∈ inSeto(q)∪outSeto(q)}, E ′

i = Ei\{(p, s), (s, p), (t, q),
(q, t)|s ∈ inSeti(p) ∪ outSeti(p), t ∈ inSeti(q) ∪ outSeti(q)},
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Example 8. Consider the DOI graph G corresponding to string u = b234566e3̄ 2̄45.
Its DOI graph-based simple assembly is illustrated in Figure 13.
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Figure 13: (a) G is the DOI graph corresponding to u = b234566e3̄ 2̄45, (b)
G′ = sgn6(G) corresponds to u′ = b2345e3̄ 2̄45, (c) G′′ = sgd4,5(G

′) corresponds
to u′′ = b23e3̄ 2̄, (d) G′′′ = sgp3(G

′′) corresponds to u′′′ = b2e2, (e) Giv =
sgp2(G

′′′) corresponds to uiv = be.

Due to lack of space we do not investigate in this paper the computational and
combinatorial properties of the DOI-based model for simple gene assembly.

We proved in this paper that distinct signed double occurrence strings may
have the same corresponding DOI graph. Characterizing all such strings corre-
sponding to a given DOI graph remains however an open problem.
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