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Abstract

Conventionally, the correctness of functional and norefiomal properties of
hardware components is ensured during the design procesisniojation. Fur-
thermore, different description languages are needechgltine design process.
By adopting the Action Systems, we are able to use the sameafism from
specification down to implementation. In this paper, weaddtrce a formal en-
ergy estimation framework for hardware components. Mageove demonstrate
the formal energy estimation by using example system degmns.
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1 Introduction

Formal methods provides an environment to design, anabze verify digital
hardware with the benefits of rigorous mathematical basishis study, the Ac-
tion Systems formalism is applied [1]. It is a framework f@esification and
correctness preserving development of concurrent sysagichst is based on an
extended version of Dijkstra’s language of guarded commm$®ijd Development
of the action system is done in a stepwise manner within theaement calculus
[2]. The specification of a hardware system is transforméal am implementa-
tion using correctness preserving transformations. lrveotional Action Sys-
tems, only the logical correctness of the system is verifddle non-functional
properties, like time, power and area, are not validatee Attion Systems for-
malism has been proved to be suitable for designing bothhggnous [14], and
asynchronous [13] systems.

In this study, we introduce a framework for energy estinratigthin the Ac-
tion Systems context. By adopting this framework, we are ablformally ana-
lyze the energy consumption of the hardware system, usixgg® mathematical
calculations, during the development phases from the Spetoon down to im-
plementation. In this paper, we define a formal model for gnestimation, that
is applicable for both synchronous and asynchronous sgstéhe functionality
of the model is illustrated using example system speciboati

Overview of the paper. We proceed as follows. In Section 2, we shortly de-
scribe the properties of the Action Systems formalism. i8e@& concentrates on
the semantics of the energy consumption modeling. The flcemexrgy consump-
tion model is presented in Section 4. Section 5 shows, hoviottmeal model is
applied into example systems. Finally, in Section 6, we dsame conclusions.

2 Action Systems

The Action Systems formalism is a state-based formalism for concurrent sys-
tem specification and correctness-preserving developf@er]. Based on an
extended version of the guarded command language of CijkSir It has the
Refinement Calculus as the mathematical basis for disciplined derivation [3].

2.1 Actions

An action A is defined (for example) by

A = abort (abortion, non — termination)
| skip (empty statement)
| A1] ... | A (non — deterministic choice)
|z:=e ((multiple) assignement)
lg — A (guarded command)



where 4;, i = 0,...,n, are actionsy is a variable or a list of variables;,
is a value(s) of the variable(s);is an expression or a list of expressions; g is a
predicate.

Semantics of actions Action is considered to be atomic, which means that
only the initial and final states are observed by the systenus;Twhen selected
for execution, the action is completed without any intexfere from other actions.
Atomic actions may be represented by simple assignmentg ordse complex
action compositions, such as the atomic sequence.

The actions are defined using weakest precondition for pageltransformers
[9]. For instance, the correctness of an actibwith respect to predicated and
@ (precondition and postcondition) is denoted by:

{PYA{Q} = P = wp(4,Q)

Herewp(A, Q) is the weakest precondition for the actidnto establish the
postconditior®). Theguard g A of an actionA is defined byy A = —wp(A, false).
An action is enabled when its guard evaluates-t@, otherwise disabled.

Quantified Composition of actions is defined bijpl < i < n: A4;]=A;... e
... ¢ A,,, where the bulle® denotes any of the composition operators, and a
number of actiongn € N).

2.2 Action System
An action system has a form:

sys Name(g) [par]

Il

type t

const ¢

var v

actions A

init “initialization of the variables g and v*
exec

do “composition of actions A” od

Il

Three different parts can be identified from the action systkescription:
inter face, declarations, anditeration.

The interface part specifies global variabjehat is, variables that are visible
outside the action system. In other words, global variabtesaccessible by other
action systems. If an action system does not have any intexfariables, it is
a closed action system otherwise it is ampen action system. The declaration
part consists of typét), variable(v), constant(c), and action(A) declarations.
Furthermore, type definitions and initializations are diésd in the declaration
part. Using the items introduced in the interface and datila parts the operation
of the system is described in the iteration section;indbe— od loop.
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The operation of an action system is started by initial@ain which the vari-
ables are set to predefined values. Actions are selecteddouion based on the
composition operators and the enabledness of the actidresoferation is con-
tinued until there are no actions to enable, which templgraborts the system.
Thus, the operation continues if some action enables it.

Parallel Action SystemsThe parallel behavior of the actions is defined by the
non-deterministic choice. Thus, this requires that the aations can be enabled
simultaneously and that they do not have any read-write ictsfln other words,
an action does not read variables onto which another actidesy Consider two
Action SystemsA and B, the parallel composition of the systems, denotedB
is:

sys A| B (ga, Ugs,)

var la, Ulp,

actions A, B,

init ga,.,98,.04,,l8, = 94,0,98,0,14,0,15,0
exec

do A, | B, od

Il

Thus, the parallel composition combines the global vaeghbk sejs, U g5,
while keeps the local variables distinég;, N ig, = 0.

3 Towards a Formal Energy Consumption Model

The design flow for the formal energy estimation frameworikisoduced in this
section. At first, we describe the energy consumption of thEDS gate shortly.
Then, we concentrate on switching activity estimation bipngishe Muller C el-
ement as an example [7]. Finally, we introduce an overviewhefdesign flow,
which lays the foundation for the formal energy consumptiardel.

3.1 Energy

The amount of energy dissipated by the CMOS logic gate eacé itis output
changes is roughly equal to the change in energy stored igatess output ca-
pacitance. Thus, the well known formula for energy consuongs:

1
E = Z 5 : Cgateload . ded ‘N (1)

gates

where then stands for a switching activity estimate or the number okgat
switches during a discrete time period.
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3.2 Switching Activity Estimation - C Element

A C element is a commonly used asynchronous circuit comgdig(originally
described in the pioneer work of David Muller). The compdnemduces '1’
as an output if all of its inputs are ’'1’, and produces an outgu0’ when all
of its inputs are '0’. For all other input combinations, thengponent holds its
previous value. The state diagram and graphical symbol ofityut C element
is illustrated in Figure 1.

X

O

<
R P OO X
R ORrROK
P < <O <

Figure 1: Muller C-element

The operation of the C element can be described using Actyste8s for-
malism, for instance, as follows:

sys C (z,y,v : bool)

I

actions Cl:z Ay —v:=T
C2:—xAN-y—v:=F
C3:-xANyVaA-y—v:=v

init z,y,v=F

exec

do C1[C2|C3 od

|

To estimate the energy consumption of the C element, we disfat¢he time
periodT" of which the switching activity is captured, is discrete. fdaver, the
time periodT’ can be divided into sub periods:t + 1, ...,t + [. Thel is defined
as an unit delay between consecutive transitions. Thettisthe first time when
there is change either from '0’ to "1’ or '1’ to '0’, and the+ 1 describes the
second transition, and so on. The time [ is granted for the last transition under
estimation, andt + [ € N). This timing estimation model is a simplification from
the unit delay model presented in [10].

By adopting the timing definition above, we assume that thdethent is
executed as follows:

L NANY, e ANy, T AY.

Since, the system description is quite straightforward avedefine the switch-
ing activity n, as shown in Figure 5.



time

Figure 2: Transitions of C element during time period T

Consider the execution sequence, shown in Figure 5, we daredke order
of the transitions by:

---(xayu _'U7t)7 (SC,’y,’U,t—i— 1)7 (_|$C, -y, v, T+ 2)7 <_"T7 -y, 7w, t+ 3)7
(ﬁxuya —w,t+ 4)7 (_‘x7 Y, -, t+ 5)

Thus, at timet, the inputse andy have a transition from '0’ to '1’. Next, at
timet + 1 the outputv is setto '1’ etc.

3.2.1 Signal Transition Graph (STG)

STGs are a particular type of labeled Petri Nets, where #resitions are associ-
ated with the changes in the values of binary variables [6lesE variables can
for instance be associated with wires, when modeling iate$ between blocks,
or with input, output, and internal signals of a control aitc

A timing diagram, shown for instance in Figure 5, specifies ¢hients of a
behavior and their causality. An STG is a formal model fos tigpe of specifica-
tions [6]. In its simplest form, an STG can be considered asusality graph in
which each node represents an event and each arc a causialityrr. Moreover,
an STG can model all possible dynamic behaviors of the sysiémns is the role
of the tokens held by some of the causality arcs.eAimt is enabled when it has
at least one token on each input arc. The enabled evenfizanwhich means
that the event occurs. Thus, when the event fires, the tokemisved from each
input arc of the event, and put on each output arc. In othedsydiring of a event
produces the enabling of another event. In the specificaépresent the initial
state of the system.

As an example, we re-define the possible transitions of thkelG element
by using STG [6]. The Actions Systems description of the @nelet is presented
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in the previous subsection, the timing diagram is shown gufé 5, and the cor-
responding STG presentation is shown in Figure 3. Risingfalfidg transitions
of a signal are represented by the suffixeand—, respectively.

N

\%
Figure 3: STG specification of the Muller C element

From the STG, not only we can see all possible transitionseéttion system
C, but also the potential parallel transitions. For instaficen Figure 3, we can
notice that the parallel input transitions from '0’ to '1’'s@lts '1’ as an output.
This assumption leads to a worst-case energy estimated@-#lement.

3.2.2 Petri Nets

Petri Nets have an abstract view of the events and stateeisytstem, with-

out considering their binary encoding. They are a promisoag for describing

and studying systems, that are characterized as being mentuasynchronous,
distributed, parallel, non-deterministic, and/or statla[12]. The dynamic and
concurrent behavior of the systems are modeled by usinghéok@&n example
transformation from Action Systems description to the iRgat description is

shown in the case study presented in next section.

3.3 Estimation Flow

In conclusion, we can define an energy estimation flow frontapecs discussed
in this section, shown in Figure 4. The formal energy modspicified according
to the design flow presented.

At first, we define a time domaifi, which is represented using positive real
numbergT € R, ). The time domain is assumed to be continuQtts, 3¢, (t; >
ts) [8]. For the energy estimation, we define a discrete timeopefj;, which
is part of the time domaif, (7, € T). Thus, we describe the peridd by:
<t,t+1,..,t+1 >, where thd is called as a unit delay between two consecutive
transitions, andt(! € R, ). The periodl} is therefore defined to be continuous:
lt,t+1,...,t+1]. Thetime values t,t+1,...,t + [ > are called as time stamps,
and the purpose of these stamps is to determine the ordeardditions in the
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Figure 4. Energy estimation flow for Action Systems

system. Thus, the first transition(s) have time stamine second one(s) have
time stampt + 1, etc. Thet + [ is granted for the last transition under the time
periodT,. Notice that, parallel transition share the same time steahge. This
timing model is a simplification from the unit delay model geated in [10].

Consider an arbitrary actioA. For the given execution sequence, we define
the switching activity per time stamp by using Petri nef§]. Signal transition
graphs (STG) were also considered, but they use is restrictsystems that are
modeled by using boolean variables. Of course, we can applsTG descrip-
tion to model some subsystem or communication channel frdanger entity.
According to the time stamp, we generate a transition tatfere the rows are
indexed by the time stamps and the columns are indexed bhé¢heput / output
signals of the system. Thus, the input / output signals maenglobal variables
of the system in this context. The time stamps in transitadoe are in increasing
order ¢s; < ts; + 1). The transition table is used as a parameter for the energy
estimation action.

After we have defined the switching activity for the actidmat time period
T,, we can estimate the energy consumption. At first, we defieetiergy con-
sumption per time stamp, for instance at titne

IThe reader is assumed to be familiar with the basic semaoftibe Petri net.



1
E4(t) = 3 Vi Cana (2)

where theC, is the total node capacitance of the actibyw is the transition
count of the actiond at time¢. In a similar manner we can define the energy
consumption at timeé + 1 by taking the transition count, at timet + 1, etc.

The energy values per time stamps are added together, arésadtave have
the energy estimatg 4 (7,) for the time period/};.

n

Ea(Ty) = Ea(t) + Ea(t+ 1)+ ..+ Ea(t+1) = Y _Ea(t+1),(n€N) (3)
=0

4 Formal Framework for Energy Consumption Es-
timation

At first we define the functionality of the energy update acty using pseudo
language description. This description is used as a guieléd the definition of
the formal energy model.

4.1 The Energy Estimation Procedure

The energy estimate is calculated under discrete time ¢¢¥ip € T), which is
divided into sub periods, denotedi@swe stamps: ((t,t+1,...,t+1) € Ty). The
first transition in input / output signals of the system isrgea by the time stamp
t, the second transition is granted by the time stamy, and so on. The granted
time stamps are collected into a time stamp vectofThus, the transition count
needed for the energy estimation is calculated by monigdha switching activity
of the input/output signals of the system under investayatlherefore, we define
a transition table, where the rows are indexed by the timmass$as[i| and the
columns are indexed by the input/ output signals. For a gaxecution sequence,
the transition table can be read from the systems STG déscri he estimation
procedure receives two parameters: time stamp vegtand the transition table
trt.

For the switching activity calculation, we define two vategbof typevector,
previous statepstate, and current state;state. At the initialization phase the
previous state variable is set to zero. The initial valuewfent state vector is
read from the first row of the transition table.

Energy Estimation Procedure:
variables
ts[i] (action specific time stamp)

8



ct (current time stamp under evaluation)

cstate[j] (system specific current state vector)

pstate[j] (system specific previous state vector)

s[i] (the difference between transitions in previous staté current state)
n(i) (the total transition count of the system during disertgme periodl’)
nos (number of signals in the system)

-1
init
cs =t;
nos = signal count;
i=0;
k=0;

for j < nosdo
pstate[j] = 0;
s[j] = 0;
j =]+ 1 endfor

-2
for every action A(i)do
J,k=0,0;
if ts[l] = ctthen
tr(ts(l], j);
for k < nosdo
s[k] = cstate[K] - pstate[K];
k=k+ 1;
endfor
else
-3
ct=ct+1;
n[l] = nfil+( 72 st);
pstate[] = cstate[];
[=1+1;
endif
endfor

-4
procedure tr(ts[l], j)
for j < nos;do
cstate[j] = transitionTable]ct, j];
=L
endfor
endprocedure



The current time stamp variabte is initialized to¢, which is the first time
value of the period’; when transition occurs (1). Thus, the current time stamp is
then compared with the system specific time stamp$ (2). If the time stamps
are equal, we calculate the transition count by compariegtinrent state variable
cstate to the previous state variabpetate. The resultis stored into the result vec-
tor s[i]. Transition activity for the energy estimation is then cédted by adding
the states "1’ together from the result vectdi (3). After that, the current time
variablect is increased by one, and the current state at titnecomes previous
state at time¢ + 1. The value of the new current state is read from the tramsitio
table using the procedure (4). Finally, we can calculate the energy estimate
according to the equations 2 and 3.

4.2 Formal model for energy consumption

According to the pseudo language description of the enestymation procedure,
we define a formal model for the energy estimation.

4.2.1 Behavior

Behavior of an action system is a sequenad states with two components [4]:
s =< (li,¢1), (lz, g2),... >, wherel; andg; (i € N) are the states of the lo-
cal and global variables, respectively. We can define thewbehof the actions
with the energy estimation property as a sequencee =< (ly,91,ts1,tc1),
(I3, g, tsg, te), ... >, Where thets; denotes the time when there was a change
in state,ts; < ts;;1. The variablelc; describes the transitions at time. Thus
we introduced two new variables into the sequenc&hese variables carry the
information related to timing and switching activity.

A trace, a sequence of observable states, in the Action @gsteformed by
removing all the local variables from the states in the seqee, and then re-
moving all the consecutive states that are identical, dadleittering states [4].
A trace is formed using the same procedure except that theeaimd energy vari-
ables, which are local variables, are not removed. Thezefaym the time stamps
ts;, we can form a trace that describes the transition activitii® system during
during that time. Moreover, we can illustrate the developnie the energy con-
sumption per eachme stamp.

4.2.2 Formal model for the energy estimation procedure
Consider an action systerhwith the followingdo — od-loop:

do[|1<i<mn:A4]//E,od

whereA; has a form

Ay =Aip A |Aic
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where A, , performs aprocedure call, A;, calculates théransition count,
and A4, . is acount action. The actions are defined by:

Aip b AN gA — tri(tsi[l]); by := T
Aip 1 bi AgA — biyng, U= FL (300D estate;[k]) — (35,25 pstate;[k])|, 1+ 1
Ajc by NgA — ct, pstate;, 1, := ct + 1, cstate;, [ + 1,

wherei is the number of actions £ N. The guardy A is defined bygA = ct =
ts[l] Al < n, which is used, together with the boolean varidh)e¢o sequence the
operation of the actions into three parts. The guard igrsetat the initialization
phase, where the current time variablas set tot. Moreover, the index variable
lis set to0, which reads the first value from the time stamp vector, ahdms the
valuet. The second condition is al$oue at the initialization phase, and becomes
false when the last celh — 1 time stamp vectots is read. Thus, itis an end
constraint.

The state variables: current stat€ate, and the previous statestate are
defined as of type vector. The length of the vector depende@sytstem specific
constantios that describes the number of signals in the system undeunatiah,
thus the length igos.

The energy estimation procedure receives two parametersransition table
trt and the time stamp vectes. The transition table is defined byr¢[0..n —
1][0..m — 1], where(n,m € N). The transition tablert¢ is read by the action
A, through a procedure calt, which returns the new value of the current state
variablecstate. Thus, the procedure is defined by:

proc tr(ts[l]) : (cstate := trt[ts]l], 1..nos — 1])

We define that the rows of the transition tabte are indexed by the time
stampgs[l], and the columns are indexed franto nos — 1. Notice that the first
value of the column is the time stamp, and therefore we exciullom the state
variable ¢state). The guards in the Action Systems description are embeitded
the transition table for the energy estimation model.

At the initialization phase, the guagd! is set totrue, and the boolean variable
is set tofalse. The actionA, performs the procedure call, which returns the new
value of the current state variabigtate. Notice that, this value is read from
the transition table, which is defined according to the gieeecution sequence.
Moreover, it sets the boolean varialleto true. When both; the guargA and
the variableb; evaluates tarue, the transition count. per time stampgs|i] is
calculated (by action;). For instance, assuming that the current time stamp is
t+ 1, then the transition count is calculated by comparing thieect state at time
t + 1 to the previous state at tinte The result is then stored into the transition
count variablen. Then thecount action (A.) increases the current time variable
ct by the amount of unit delay. The operation of these threeasti4,,, A;, A.) is
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repeated until there is no new time stamp values in the tiamagstvectort s, thus
the guardy A becomesfalse.

The actionE, is defined as ampdate action. It counts the energy estimate
according to the transition count

EhéqﬂlS;i§71:£kJ3:<Ehi'nA

whereE,; = %CZ- - V2 andi is the number of actionsp(> 1 A n € N).
In order to prevent complex descriptions, we define a shodmetation for
the energy update action:

(1< i < n:Atsi, trt]2[]1< i < n: (A | Avi | Aei //EW)]

wherets; is the time stamp vector and thiet; is the transition table of the
given Action Systerm;.

Composition of Action Systems with energy estimation propety. Consider
two actionsA,, and B,, with the energy estimation property. These two actions
have distinct local variables,, N Iz, = (), and the global variables are a set,
ga, U gg,. We require that the initialization of the global variables U ¢z,
in the systemsA and B are consistent with each other, and therefore the initial
values are equivalent in the systems.

The functionality of the two parallel systems is specifiedi®yactionsi,, [ts 4, , trt 4, ]
andB,[tsg,, trtg,|, respectively. The parallel composition.dfand B is:

sys AlB (g9, Ugs,)

[[varia, U lp, :natural

init ga,,l4,,98,,lB, =94,0,14,0,95,0,l5,0
exec

do A,[tsa, ,trta,]|Bnltss,,trts,] od

I

whereA, [tsa,, trta,] andB,[tsp, , trtg, ] is according to definition( A, | A:] A.)
(B, | B:] B.)//E.. Notice that the composition of the actions systems congbine
the state spaces of the constituent action systems, mérgegptiate actiong’,
by unifying the local energy and time variables.

5 Component Modeling

In this section, the functionality of the formal energy estion model is illus-
trated. At first, we use the the formal energy model to the ®tul element,
which was discussed in Section 3. Then, we consider case thigeexample
system is an asynchronous Action System. Furthermore atfne system is de-
scribed synchronously. Finally, the results are compared.
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5.1 Celement

The action system description of the C element is shown itiGe8. Next, we
include the energy estimation action into the the systernipation.

sys C(x,y,v : bool)[ts., trtc] ||

constnos : 3

actionsCl:z Ay —v:=T
C2:—xAN-y—v:=F
C3:—~xANyVzA-y—v:=v

init z,y,v,ts.0=F, F, Ft

exec

do Cl[tse, trt.] [C2[tsc, trte] [C3[tse, trt.] od

I

where the constantos is the number of signals in the system. Thus, in this
Action System, the value of the constanits is three. Moreover, the system re-
ceives the time stamp vectos and the transition table-t as parameter. The
iteration part by definition is:
C1]C2]C3=(C1,[C1, ] C1,)
(€2, ] C2 | C2.)
(C3p [ C3:1C3c) //Eu

Lets assume the following execution sequence:

Az AY), (~x Ay, (A y)...
For the given execution sequence, we define the order of tr@®according
to the STG presented in Section 3.
(:1:7 y) _‘U7 t)’ (I’7 y? v? t + 1)7 (_“’E7 _|y5 /U, t + 2)7 (_“’E7 _|y5 _‘/07 t + 3)7 (:1:7 _‘y7 _‘/U7 t + 4)

At time ¢ the signalse:, andy have transition from '0’ to '1’, and at time—+ 1
the output signab of the C element has transition from '0’ to '1’, and so on. For
the energy estimation procedure, we define a transitioe fableach time stamp,
which is shown in Table 1.

Table 1: Transition table-t,

Time stamp (ts[i)| x |y | Vv
init. 0(0|0

t 1110

t+1 1111

t+2 0[{0|1

t+3 0(0|0

t+4 1/0(0

By re-writing the execution sequence:
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..C1,C1,,C1;,Cl,, E,,
C1,C1,,Cl;,Cl,, E,,
C2,C2,,C2,C2,, E,,
C2,02,,C2,C2., E,,

C3,C3,,C3;,C3,, E,...

At first, the action C1 is enabled followed by the energy eatemactions
(c1,,C1,C1., E,). Then, attime + 1 the outputv is set to '1’, and therefore
the same sequence’(,, C1;,C1,, E,) is repeated. The energy estimate action
compares the previous state vector to the current staterygstate = [1, 1, 0]
and therstate = [1, 1, 1]. Therefore, it calculates the transition count at tirel
to be ongnfi] = 1). Next, the actiorC'1 is disabled and the actiari2 is enabled.
Again the transition count calculation is two phase procedjuist as it was with
the actionC'l. Finally, theC2 is disabled and the action actiar8 is enabled.

The observable behavior of the C element is illustrated acey which is
formed by collecting the states of the global variables &medstate of the energy
variable.

trec = (—x, ~y, —w,0)
(z,y,—w,2E})
(z,y,v,2E + E})
(—z, —y,v,3E) + 2E})
(—z, ~y, v, 5E) + Ey)
(x,~y, —w,6E, + E)

The graphical representation of the trace is shown in Figuvehere thel, =
5 - V2, - C.. The capacitanc€, is the total node capacitance of the C element.

a) b) c) d) e)
i \ | | |
a) 2E¢
b) 2E, + K
' ' ' C) 3Ek+ ZE
— i ‘ : : d) 5E, + E
3 ‘ ‘ 3 e) 6E, + K
\ \ \ i \ \
| i i i i i
t t+1 t+2 t+3 t+4
time

Figure 5: Transition diagram from the trabe

The energy consumption estimate is then calculated acwptdithe equations
2 and 3. For simplicity, we use thg, notation for the technology dependent
parameters, and therefore the total energy consumptionastfor the systerg’
at time period!’ is:
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We can approximate the energy estimate tofh€l") ~ 7E,, because we
are estimating the power consumption of an one C element djigce that, if
there were larger system description under investigafitve, node capacitance
per action may vary significantly. Therefore, the capacésshould be counted
separately for each action before the addition operation.

5.2 Asynchronous computation

Consider the systetsiy,,. below:

SYS  Sasync (dv, rw, din, dout, v : bool, bvec, bvec, bvec)
Il
type bvec: (0,...,n—1)
init  dv,rw,v,din,dout := F,T,”00”,”00”,”00”
actions S1:dvArw — v,rw := f(din), F
S2 :dv A —rw — dout,rw,dv :=v, T, F
exec
doS1]S2od

I

where the actioiy'1 is a write action, and the actig® is a read action. Thus,
the actionS1 evaluates the value of the functignaccording to the value of the
inputdin. The new value of the functiofiis then stored into the register variable
v. The actionS2 reads the register variableand transfers the value to the output
dout.

The data valid signalv is settrue to notify the system that there is new data
to process. In other words, it operates as an request sigmalthe environment.
After the read / write cycle is completed the data valid sighset tof alse, which
will notify to the environment that the system is in idle stand ready to process
new data.

The input and output data signals:, dout are defined as of type binary vector
bvec. The length of the vector is defined b, ...,n — 1), where(n € N). In this
example, the:s = 1, and the following values are applied to the input sighial =
7017,711”. Furthermore, to capture the transition activity of thetoesignals
properly, we model them as a separate signal, i.e. the ingglsi/in is modeled
asdiny, andding. Therefore, the number of signals is eighb{ = 8). Thus, the
action system description of the systém,,,. with the energy estimation property
is:
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SYS  Sasync (dv, rw, din, dout, v : bool, bool, bvec, bvec, bvec)[ts a, trt 4]
Il
const nos : 8
type bvec: (0,...,n—1)
init  dv,rw,v,din,dout := F,T,”00”,”00”,”00”
actions S1:dv Arw — v,rw:= f(din), F
52 :dv A —rw — dout,rw,dv := v, T, F
exec
do Sl[tSA,tTtA] |] SQ[tSA, tTtA] od

I

The iteration part by definition is:

S1]52= (51, ] S1, | S1.)

Figure 6: Petri net description from the systeiy,,,.

The transition table for the systef,,. is generated according to the Petri
net description, shown in Figure 6. The read / write signakistotrue (rwt) at
the initial state, and when the data valid signal is set't@ by the environment
(dvt), the event becomesrue. In other words, the evaluated input data is written
into the register. Similarly, when the read / write«(f) variable becomegalse,
the output event becomesue. Then, the system returns to the initial state, and
waits until the request signal (data valid) becomes: again. The transition table
is shown in Table 2.

Thus, the execution sequence is:

.81, 81,51, 51., By,
51,51, 514, S1., By,
52,52,, 52, 52,, E,,
52,52,, 52, 52,, E,,
S1,51,, 814, Sl,, By,
51,51, S1;, S1., By,
52,52,, 52, 52, E.,
52,52,, 52, 52,, E,...

The tracer 45y, for the systenb 4, is then illustrated below:
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Table 2: Transition tablert 4 for systemsS 4.

Time stamp (ts[i])| dv | rw | vy | vo | ding | ding | dout; | douty

init. 0O(1|10]0 0 0 0 0

t 1 1]/]0]0 0 1 0 0
t+1 1 101 0 1 0 0
t+2 1001 0 1 0 1
t+3 0O(1|10]1 0 1 0 1
t+4 1 1]/]0]1 1 1 0 1
t+5 1 1111 1 1 0 1
t+6 1011 1 1 1 1
t+7 oO(1|1]1 1 1 1 1

tr asyne = (—dv, rw, —w1, —wg, 2ding, ~ding, ~douty, ~douty, 0),

(dv, rw, —wy, g, ~ding, ding, ~douty, ~douty, 2E},),

(dv, rw, —w1,vg, ~ding, ding, ~douty, ~douty, 2E), + Ey),
(dv, =rw, —v1,vg, ~ding, ding, ~douty, douto, 3Ey, + 2E},),
(—=dv, rw, —v1, vg, ~ding, ding, ~douty, douto, 5Ey, + 2E},),
(dv, rw, —w1, vg, ding, ding, ~douty, douty, TE, + 2Ey),
(dv, rw, vy, vy, diny, ding, ~douty, douty, 9Ey + Ef),
(dv, —rw, vy, v, ding, ding, douty, douty, 10E) + 2E},),
(=dv, rw, vy, vo, ding , ding, douty, douty, 12Ey + 2Ey,),

The graphical representation of the traegq,,,. is shown in Figure 7. For
simplicity, we use the shorthand notatiéh = % - V2 - C;. TheC; is denoted as
the node capacitance of actian

The energy estimate of the systeé,,,,. is:

At this phase we do not apply any capacitance model for thesgand there-
fore the approximation shown above roughly estimates tta power consump-
tion of the systen® 4,,,. during time periodl;. However, when the technology
related parameter&”, V2,) are adopted, the value of th®, is calculated sepa-
rately for each time stamp, and then added together.

5.3 Clocked computation

In a synchronous design, the clock is used to sequence thatmpeof the system.
The clock is defined by the actid@iik (for instance):

Clk = —clk — ck:=T | clk — ck:=F
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Figure 7: Transition diagram from the trate,,,.

The asynchronous composition of the systém,,. is re-written as a syn-
chronous system description, denoted9gy,,.. It has three actionsS1 is a write
action, S2 is a read and store action, and the last actiéh is the clock defini-
tion. In other words, the operation of the actigfisand.S2 is sequenced by the
clock signal. The synchronous systeén,,,. with the energy estimation property
is shown below:

SYS Sgyne (din, dout, clk, v, : bvec, bvec, bool, bvec)[tsg, trts]
Il
constnos : 8
type bvec:0,...n—1
init 7w, clk, din, dout,v = F, F,”00”,700”, 007
actions S1:clk A —rw — v, rw := f(din), T

52 : =clk Nrw — dout,rw : v, F

Clk : =clk — clk :=T | clk — clk .= F
exec
do (Sl[ﬁSS, ﬁ?‘ts] |] SQ[ﬁSs, trﬁs]) //Clk’[tSS, trﬁs] od
Il

The iteration part by definition is:
(S1]52) // Clk = ((S1, ] 81 ] S1),

(52, | S2¢ | S2.)),
(Clk, | Clk; | Clk,)//E.,
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In this case study, the constamts is eight (nos = 8), and the signals of
type binary vectobvec are modeled separately as one bit signals. To compare the
results with the asynchronous case study, we use the samieda@ sequence:
7017, 711”. The operation of the system is quite similar with the asyocbus
implementation, except that the data valid signal is regaday the clock signal.
Therefore, we do not present the Petri net description hEne. transition table
for the synchronous systefy,,,. is illustrated in Table 3.

Table 3: Transition tablérts for systemSg,,,.

Time stamp (ts[i])| 7w | clk | vy | v | ding | ding | douty | dout

init. O|(0|0|0]| O 0 0 0

t o(1(0]1| O 1 0 0
t+1 11001 1 1 0 1
t+2 O] 1|11 1 1 0 1
t+3 11011 1 1 1 1
t+4 O] 1|11 1 1 1 1
t+5 0] 0|11 1 1 1 1

The results from the energy estimation action are shownarrticetr,,,:

= (—rw, —clk, -1, —wg, ~ding, ~ding, ~douty, ~doutg, 0),
(—rw, clk, w1, v, ~ding , ding, ~douty, ~douto, 3Ey),
(rw, =elk, —w1, vo, ding, ding, ~douty, douto, 3Ey + 4E}),

IrSync

(—rw, clk, vy, vo, ding, ding, ~douty, douty, TEy, + 3Ey),
(rw, —elk, vy, vg, ding, ding, douty, douty, 11 Ey, + 3E}),
(—rw, clk, vy, vy, ding, ding, douty, douty, 14Ey, + 2E}),
(—rw, —clk, v1, vo, ding, ding, douty, douty, L6 Ey, + E},)

The graphical representation of the tragg,. is shown in Figure 8.
The total energy consumption estimate at time pefips defined:

where theE), = % - V2 . C;. TheC; is denoted as the node capacitance of
actioni. Again, we approximate the total energy consumption, sititkeis phase,
we do apply any technology related parameters nor capaeitaodels.

5.4 Comparison

The operation of example system is described by using batbhsgnous and
asynchronous design approaches. The example systemtegadiua value of the
function f according to the input value. Stores the result into thestegiand
outputs it. We estimated the energy consumption during & v write cycles
by using the following input sequencé1”,”11”.
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Figure 8: Transition diagram from the tratg,,.

The asynchronous system, denotedsy,,.., is estimated at time peridf,.
The time period consist of seven time stanifis= < ¢t,t + 1,...,t + 7 >. Thus,
the energy consumption estimate 15(7;) = 2E) + Ey + 2Ey + 2E; + 2E) +
By + 2E, + 2By, ~ 14E}, where theF), is noted by:3 - C' - V2.

Similar analysis is carried out with the synchronous systeated asSg,,.,
under the time period;;. The time period consists of five time stamfs, =<
t,t+1,...,t+5 >. Thus, as a result we have an energy consumption estimate of
E(Td) =3E, +4FE, + 3k, + 3E, + 2E, + E = 16E.

The asynchronous system needed two time stamps more tdatalthe two
read / write cycles than its synchronous counterpart. Hewesince we do not
use the actual delays between transition nor do we know tak ¢tequency, we
cannot assume that the other one would be significantlyrfdeta the other. Thus,
at this level of abstraction, the calculation speed makesigficant difference
between the designs in terms of performance.

The energy consumption is smaller in the asynchronousmytan it is in
the synchronous one. In this case study, we assumed thatvthesad / write
cycles are consecutive. However, we could assume thatigharearbitrary long
idle period between the two cycles. Thus, the asynchrongaters have natural
support for the power down mode, in other words, if there idaia to process, the
system is in idle state. On the contrary to the synchronostesy, where at least
the flip-flops and clock distribution network consumes epeatgeach clock cycle
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whether they are involved in the useful system function d¢r mbus, this increases
the energy consumption in the synchronous system, whilertbegy consumption
of the asynchronous system remains the same. Another citatled issue is that
in the synchronous system the simultaneous switchingigcper time stamp is

higher. This increases the amount of switching noise inyiséesn [11].

6 Conclusions and Future Work

In this paper, we introduced a formal energy estimation éaork for the Action
Systems formalism. By adopting this framework, we are abfetmally analyze
the energy consumption of the hardware system from thefsg@n down to the
implementation. The energy estimation is carried out dudiscrete time period
T,, which is divided into time stamps. These time stamps ard tseefine the
order of the transitions in the system. The transitions ipee stamps are defined
according to the Petri net (or STG) description of the systand stored into
the transition table. Thus, the energy estimation actidoutates the switching
activity estimate per time stamp. Finally, the energy comstion per time stamp
is calculated. Notice that, the total energy of the time qukifi; is the sum of
the energy consumption values per time stamp. To illustredunctionality of
the formal energy estimation framework, we implementedrgpta action system
structure by using both synchronous and asynchronousrdapjgroaches. Then,
the results of the energy estimation were compared.

Future Work : The experiences of this study revealed the possibilitiebe
defined Action System property. The next step is to take tistieg framework
into deeper abstraction level, that is to the gate level.thewowords, to include
the technology dependent parameters and the node cap&citazdel into the
formal model. Then we are able to compare the accuracy ofdimeal model
with the existing estimation methods. Moreover, the puepssto upgrade the
energy estimation model to the power estimation model byyappthe existing
timing model for the Action Systems, noted as Timed Actidrig[into the energy
estimation framework. Furthermore, it would be interggtmuse Timed Actions
in the energy estimation model as well.
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