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Abstract

The move towards nanoscale circuits poses new challengactit design. As
the dimensions shrink, it is becoming increasingly diffi¢alcontrol the variance
of physical parameters in the manufacturing process, fiairce the concentra-
tion of dopants, the thickness of the gate and the insulatkutes, the width and
thickness of metal wires, etc. This results in decreasdd which increases the
costs per functioning chip. Electromigration causes mtgent and permanent
failures after some period of operation, which means thegdtfaults cannot be
observed in the manufacture test. The problem of electnatiay increases when
going further to nanometer regime because of the decre®asilily and increasing
deviation of wires. Lowering the supply voltages make thewts more vulnera-
ble to noise and background radiation resulting in a higb#resror rate.

The only reasonable way to cope with these reliability peais is to build the
circuits fault tolerant. Therefore, the yield can be mamed at an acceptable level
by admitting some amount of faults in a chip. Electromigmatproblems can be
overcome by the use of built-in redundancy and dynamiceattgnfigurable circuit
structure. The soft errors can be handled by using statimeehcy methods like
hardware, information and time redundancy.

This report discusses fault tolerance techniques for raestructures. It
begins with a study of phenomena that the move towards nanadurces. A
gategorization for fault types is presented and the diffeirapacts of scaling into
nano regime are connected to these types. Later in the raparmber of fault
tolerance techniques are examined and their suitabilitpdmoscale circuits and
systems is evaluated. Each technique is connected to oreveras fault types
according to their properties for fault tolerance perspect

Finally it is concluded that no single technique is enoughdterating all the
types of faults in nanosacle circuits and systems. Thezef@ombination of two
or more techniques is needed. The optimal mixture is degigaific according to
its usage purpose and proneness to different defect sources

Keywords: fault tolerance, nanoscale circuits, static redundangayachic redun-
dancy, error correcting codes, fault detection
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1 Introduction

The technology development that has been the trend fordglrdacades is ex-
pected to continue at the same speed or possibly at sligbtles course for at
least the next 10 years. The nano age has already began &imetess than 100
nm) and the 50 nm half pitchis expected to be achieved by the end of this decade.
At the same time the operation frequency is expected toasereo 15 GHz and a
single die can consist of over 4 billion transistors (see E)g[26]
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Figure 1: Trends in circuit development [26].

When going even further, new technologies are expectedpiace CMOS
that has been the state-of-the art technology for alreadyyrdacades. Promis-
ing technigues include e.gingle-electron transistors (SET9arbon nanotubes
guantum cellular automata (QCAandmolecular transistors[25]

The development trend introduces a wide variety of problentise reliability
of circuits. The smaller structures are harder to manufacuad the deviations are
larger. Higher frequencies pose strict limits to timing dherfore also adds the
propability of timing errors. The increased integratiordeices on a single die
raises the propability of errorneous components in a dig. E.the probability
of an error in a transistor i$0~? then for a chip containing 100 000 of these
transistors the overall probability of no errors is 99,99 tor a chip of 100
million transistors the probability is only 90,48%. Incseag further the amount
of transistors in a single chip results in dramatically laaues for the probability
of faultless circuits, e.g. for one billion transistor circthe percentage is only

Half pitch is the half of the average of the wire width addedhvihe distance between two
adjacent wires. The technology half pitch is either DRAM ahé&lf pitch or ASIC/MPU metal-1
half pitch, which one is smaller (lately it has been the DRAMtat half pitch).
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36,79%! Chips containing one billion transistors in a singhip are expected to
be in production at 2012 [26].

The reliability problems are even worse for techniques hdyG6MOS. The
new technologies that are expected to be available in thefutese, are predicted
to have device failure rates of 10% to 30%. [48]

The state-of-the-art method for coping with manufacturersris to abandon
every circuit not operating completely correctly. The dgalion is done with the
help of manufacture tests. As the failure rates increasee raned more circuits
are put aside and thus the manufacture yield decreases.rai$es the cost per
functioning chip. The decreasing yield has been tried todredled many ways.
One way has been to use the errorneous circuits in systenre Wieepresence of
errors does not matter or the circuits can be used becaugehtbs circuit oper-
ates normally and the error affects only a small fractiorhef ¢ircuit. Examples
of circuits which can be used although there are errors, idepvimage packing
MPEG encoder and memory for phone answer machine, whilgé@/gnanufac-
turer can use chips that fail in floating-point unit and areeotvise operational.
[9] Another method to gain better yield, is tlesign for manufacture (DFM)
which means creating layouts that are easier to manufaatha¢hus contain less
errors. Such methods are e.g. to extend from minimum dirnaasiwhere it is
possible. [13, 18]

Previosuly fault tolerance was issue in only safety-aitaesigns but because
of the increasing propability of failures, the fault toleca will be part of nearly
every design process in future. The introduction of faukrance gives the pos-
sibility to accept circuits containing some failures andstachieve better man-
ufacture yield. The fault tolerance gives also answer toféfilares introduced
during the usage of the chip, which obviously cannot be hethdy methods used
in conjunction with the manufacture process.

The fault tolerance methods used in older circuits stuesthiave mainly been
designed for coping with situations of single errors. Inufet multiple errors are
expected to occur in circuits because of the increasingriailate, and therefore
the fault tolerance methods capable of handling multiplét$sare needed.

In this report we give an overview of the available fault talece technigues
and evaluate their efficiency to the demands of future naesdrcuits. The
report is organized as follows.

In Section 2 the fault sources are examined and the faultsaegorized to
three categoriespermanentintermittentandtransient errors At the end of the
section also the used fault models are shortly presentadt tBéerance methods
can be divided to static and dynamic redundancy. The formes are discussed
in Section 3 and the latter in Section 4. Conclusions aregpitesl in Section 5.



2 Faults in Nanoscale Circuits

As moving to the very-deep sub-micron (VDSM) or nano regim€MOS chips,
there will be a whole new bunch of new problems and at the same & list
of old problems are getting more severe. The problems ri@a the shrinking
geometries, smaller transistors, lower power voltagaegdrifrequencies, denser
transistor integrations, etc.

In this section we first classify the fault types to three gateées and later
discuss the most common error sources and connect thenidrediferror types.
At the end of the section the fault models used in circuitgiesire introduced. In
the following sections means to cope with these presentedsasire studied.

2.1 Error Types

The errors can be divided into three main groupsrmanentintermittentand
transient errorsaccording to their stability and occurence. In the follogvthese
main groups are shortly defined. [12]

2.1.1 Permanent Errors

Permanent errors are irreversible physical changes in@ dtie most common
sources for this kind of errors are the manufacture prosebse permanent errors
occur also during the usage of the circuit, especially winencircuit is old and
therefore starts to wear out. Common to all permanent ersatfsat once they
have occured, they will not vanish and though the test toctléftem can be easily
repeated with the same results.

The manufacture testing is proposed to detect the permanems caused by
the manufacture processes and dismiss the circuits camdagmrors. If a perma-
nent error occurs during the usage of the chip, the errosewmouit needs to be
replaced.

2.1.2 Intermittent Errors

Intermittent errors are occasional error bursts that sugbeat themselves every
now and then but are not continuous as permanent errorsrskare caused by
unstable or marginal hardware, which are activated by enmient change such
as temperature or voltage change. Intermittent errors gitecede the occurrence
of a permanent error, for instance if there is an increasgdtesce in a wire be-
fore it totally breaks down creating an open. This type obexrare commonlly
observed also when a circuit operates normally correcttyfdsusome input in-
stance it operates incorrectly because of some path inaitainay be slower than
supposed to but not totally unoperable.

Intermittent errors are very hard to detect because theyaoeyr only under
certain environment constraints or for some specific inputlzination. The way
to repair these errors is to change the faulty circuit.
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2.1.3 Transient Errors

Transient errors are temporal single misfunctions caugezbme temporary en-
vironmental conditions which can be external phenomenaoch s radiation or
noise originating from the other parts of the chip. Transemors do not make
any permanent marks on the chip and therefore they are allsal saft errors
(SE) A common impact of an transient error is a change of valuesimgle bit.
Another termsingle-event upset (SEW used for soft error, which describes the
fact that misfunctions (upsets) are commonly caused byesiements such as an
absorbed radiation.

The occurence of transient errors is commonly random améfitve hard to
detect. Because of the random nature of these errors, a commasure for
transient errors is the probability of occurence calleddbf error rate (SER)
This rate describes both the tolerance of the circuit toalde effects causing
soft errors, and the amount of these effects in the enviromnvbere the circuit
is operating, e.g. SER is much higher in space because oatyerlamount of
background radiation than for the same chip operating iresénal conditions.
The SER can be decreased by special consern to e.g. lowprojserties during
the circuit design.

2.2 Error Sources

The error sources can be classified according to the phermmeausing the
error. Such origins are for instancttie manufacture procesphysical changes
during operationinternal noisecaused by other parts of the circuit aexternal
noiseoriginating from the chip environment.

2.2.1 Manufacture Process

The most common defects in a chip &mot defectandbridging faultscaused
by silicon impurities and lithography and process variatiolThese defects cause
permanent errors in a circuit. The probability of these disfés likely to increase
as a greater amount of transistors will be integrated in@leichip and the size of
chips is increasing, and at the same time the devices and ga&tesmaller. This
results in decreasing yield which means higher costs petifuring chip.

The move towards nano scale circuits rises also a list of mewl@ms origi-
nating from the manufacturing process. As the dimensionsisthe proportional
extent of deviations become larger and their effects morerse Lithography de-
viation is the main reason for gate length deviations. Dgmrofile fluctuations
on the other hand cause deviation of the threshold voltapesd together with
the increase of resistive vias and contacts result in lgpgeation speed deviation.
At the same time the operation frequency of the circuits [geeted to increase
rapidly. The worst case scenario of series of "slow” devites/ lead to timing
violations and therefore to malfunction of the circuit. $hé considered an in-
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termittent error because the circuit might work correctlythe most of the time,
which would not be the case for permanent error.

Metal sliversare small pieces of metal between two metal wires (see Fig. 2)
In normal conditions this metal piece does not touch thesning when the tem-
perature increases it creates a short between wires bettauggetal widens as
the temperature increases. This is a typical intermitterar dout high voltage
may also cause this short to "burn in” resulting in a permaeenor.

On the opposite to slivers are tloeacksin metal wires (see Fig. 2) which
result in opens at low temperatures but may be totally fonatig at normal tem-
perature or occur as an increased resistance. This is arggheal intermittent
error source. [19, 21, 56]

sliver

~

mousebite—=

Figure 2: Manufacture faults in wires.

2.2.2 Physical Changes During Operation

Electromigration means current-induced atomic transybith is generated by
collisions of electrons with metal atoms. This phenomermespecially critical if
there are so calleshousebitesr hillocksin the metal wires (see Fig. 2). In a place
of mousebite the wire is narrower which means that the ctudensity is higher
and so the electromigration is stronger. Additionally thesvis already narrower
in that place so the narrowing impact of electromigraticunses rapidly increasing
resistivity and finally an open. In place of a hillock matérsaaccumulated and
electromigration moves more material to a such place becaow the current
density is lower than in other parts of the wire. This can évalty result in a
short to another wire. The electromigration impact is obseéroften first as an
intermittent error and as a permanent error if an open ort $horeated.
Electromigration is becoming more and more severe problethe dimen-
sions of wires and insulators between wires decrease aathe sme as the devia-
tion increases. Also the increasing operating temperausported to strengthen
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the consequences of electromigration. One way to reduceldotromigartion
problems has been the use of copper in wires because it pokigher electro-
migration threshold than aluminium used before. [6]

The ever thinner gate oxides are prone to current tunneéisgiting in break-
down which means a permanent error. On the other hand sad saltebreakdown
(SBD)in ultrathin gate oxides slows down transistors causingrinittent errors
same way as other device deviations. The soft breakdowersiform the tradi-
tional hard breakdownn a way that it causes current fluctuations while the hard
breakdown results in shortcuts and thus measurable cuireatSBD effects can
be thought as so tiny breakdowns that they only partiallyates the operation of
the transistor, which is also the reason for the name "s&BD is also a typical
source for increased power consumption.

2.2.3 Internal Noise

As the circuit dimension decrease also the supply voltageated down. There
are many reasons for this but the main one is the durabilityoaiponents and
wires. High voltages expose the ever thinner gate oxidesrisakdown and high
current densities in narrow wires accelerate electrortigra Also the energy
consumption is decreased as the supply voltage is decteBisedhoise tolerance
of the nano scale circuits will be smaller because of thigetesing trend of the
supply voltages (see Fig. 3). The impact is further stresgghl by the large devi-
ation of the threshold voltage which means that for someits©r some parts of
the circuit the noise tolerance is negligible.

At the same time the noise sources are increasing as therpooa fluctua-
tions in the manufacturing processes get larger. Espgdlad! resistive vias and
contacts as well as deviations on wires introduce noisejitass.

The crosstalk noise between signal lines is about to inerelscause the
height and width of the signals will not be scaled by the saawtof. The width of
the smallest wires will be of the same scale as the lengtheof#te but the height
of the wire is larger in order to keep the resistance of thesviolerable. This
increases the capasitive surface among adjacent wirebeAime time, the wire
spacing and also the distance of adjacent layers gets snveliieh additionally
increases the capacitive coupling.

The higher frequency in nanoscale circuits gives rise asoductance based
noise called thekin effect As the current changes rapidly it flows near the wire
surface which means increased resistance. Because itdteperirequency, how
near to the wire surface the current flows, the wire resigtanitt vary with fre-
quency.

One type of noise are the timing inaccuracies. As the de@riatof compo-
nents and wires increase it will be impossible to get a sigmélvo or more dis-
tinct nodes in the circuit at the exactly same moment. Thesaging timing jitter
is a problem not only in synchronous systems but also in dspnous designs
that use delay elements, because the delay length cannet thaseasily.
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Figure 3: The noise margin decreases as the technologyl&sdawn [26]. The
gross noise margin is calculated from the low powjgrand the total noise with
independent noise of 50 mV and proportional noise of 0.2.

The impacts of noisy circuits can usually be modelled assteart or some-
times as intermittent errors. A lot of work has been done toimize the impact
of noise to circuit functionality and make chips more tolgréo noise. When
moving towards nanoscale circuits many of these methodsnbeainusable be-
cause of the changing noise sources and their relative tapoe in overall noise.
Therefore new methods are and need to be developed.

2.2.4 External Noise

Radiation has not been regarded as a severe noise sourss th@deircuit is to be
used in space, aeroplanes, nuclear plant or similar placesaackground radia-
tion is higher than usual terrestrial amounts. As movinga@s nanoscale circuits
the radiation should be taken into consideration also ierotircuits, because the
shrinking dimensions cause increasing propability thatvaparticle, proton or
neutron hitting the chip also causes a bit value to change.othurence of upset
is more likely because lowering supply voltages togethdn wimaller transistors
means that the charge the particle introduces is enoughpta tit resulting in
an error. The charge needed to flip a bit and cause a panmidlesed transient is

calledcritical chargeand it is dependent on the charge a transistor can hold. E.g.

for 90nm CMOS technology the charge a transistor holds i8fG,lwhich can be
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compared to the charge of over 100fC caused by gmarticle hitting the circuit.
[30]

Other external noise sources atectromagnetic interference (EMdndelec-
trostatic dischargeThe errors are normally transient but in principle alsaneer
nent errors may result especially from electrostatic disgé. [12]

2.3 Fault Models

The actual defects on a circuit cannot be directly consiti@reghe design and
evaluation of the circuit and therefore special fault medgk needed. Fault mod-
els are simplifications of the phenomena caused by defecteeonircuit. The
oldest and most commonly used model issheck-at fault modelThe defects are
modelled as a circuit node sorted to either power suppleksat-1) or to ground
(stuck-at-0). The modelling can be done at transistor lbuélmost commonly
gate level modelling is used, which means that accordingeartodel a circuits
input or output can be sorted to logic 1 or 0. Stuck-at faultlelas very simple
and so it is easy to use, and therefore it will be still usechanfuture, although
other fault models will be more and more common than theyatdayt [1]

Bridging fault modeimodels connections between nodes in the circuit. This
is actually an extention to stuck-at fault model, where thenections were only
to power supply or to ground, but bridging can occur also ketwtwo nodes or
signal lines. The bridging fault model is expected to gainmerimportance when
moving towards nanoscale circuits, because as the dimensiwink the connec-
tion between two nodes is coming more probable. The bridgiodels used today
though have to be enchanced to take into account the inngeparameter fluc-
tuations in the nanoscale circuits [16]. A common way to debeidging faults
has beet pp( testing which is based on the observation of the leakage current
caused by bridging faults. The expected subthreshold ¢gekan the nanoscale
circuits are causing growing problems tghq testing and therefore also new
logic testing models are needed for bridging faults [1].

The importance of thdelay fault modeis expected to increase as the operat-
ing frequency rises. According to the model a fault occurgnvtine circuit is not
able to produce the correct output in the specified timewatalthough it might
operate correctly at a lower frequency. The delay fault nwddl consentrate
in the future on path delays rather than gate delays bechaselative delay of
connections will become much higher than the delay of g§iés.

The emerging technologies demand their own fault modstsick-on/stuck-
off fault modelhas been suggested to detect background charge fluctuations
single-electron transistors (SE&¥ well as permanent defects due to manufactur-
ing problems and transient device failures due to extenfalences. The error
occurence is expected to be random [51]. Totally new fauli@®have also been
suggested e.g. fguantum-dot cellular automata (QCAD4].



3 Static Fault Tolerance

The circuit is said to be utilizing static fault tolerance ewvhit is built in such a
way that a fault somewhere in the circuit will not violate tw@rect operation of
the circuit. The word static stands for the fact that fauktance is built into the
system structure and it efficiently masks the fault effedise method to create
such fault masking properties is to use some kind of redurydahherefore the
name static redundancy.

Static redundancy can be categorized to hardware, infawmand time re-
dundandy according to the resource that is used to creatednedancy. Also a
combination of these can be used. Such hybrid redundancgoss$ed in Section
3.4.

The methods presented in the literature are most commomsigmied for or
demonstrated with single errors. As going further to naalesdevices the defect
density is expected to increase and so the scenario of newdtipors will be faced.
Therefore methods capable of tolerating several failureshee main focus in this
section. Previously also some parts of the design have leétesut from the fault
analysis on the basis that it is a minor part of the whole deaigl could therefore
presumed to be faultfree. This is not the case for nanosesieas and so a new
look also to these componets has to be taken.

3.1 Hardware Redundancy

Hardware redundancy generally means multiplying the msiog module and
providing voting circuit to decide the correct output val@sed on redundant
module outputs. Higher reliability is gained because wheadandant compo-
nent fails, the voter can decide the correct output basedhemdsults of other
redundant modules. The basic principle can be used at méfeyedit abstraca-
tion levels, the modules can be as simple as single gateddmuaa complex as
whole processors or even larger constructions. The votebea simple bitwise
hardware implementation or software algorithm running gmacessor. General
to all hardware redundancy realizations is the need formesfhace or chip area.
Therefore the methodology is also called as physical, arspare redundancy.
The most common hardware redundancy realizatidripge modular redun-
dancy (TMR)which consists of three redundant modules and a votingitif®ee
Fig. 4). The voter normally performs majority voting, whinteans that the out-
put is the same as the ouput of two-of-three of the modulesRT8/capable of
masking a single error in processing modules. The weak pbthie circuit is the
voting circuitry and an error there could cause the wholeutirto fail. This has
been tackled by multiplying also the voter three times amtheoting the module
outputs to all three voters [27]. Other possibility is to nfgdhe voting circuitry
in such a way that possible errors can be detected. Appreaatiede e.g. a voter
that is on-line self-testing for internal faults [10, 43]dean 'DDQ checkable voter
[8]. Another crucial design point is the synchronizatiortod voter input, and the
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simplest method for realizing it is to insert registers tdevanputs [27]. Mis-
match and crosstalk in lines from module outputs to voteniggan cause severe
misfunctions [17], which is especially important issue emtle because of the
increasing crosstalk capacitance in nanoscale wires.

Figure 4. Triple modular redundancy.

A more generalized hardware redundancy realizatioadular redundancy
(NMR), which means that there areredundant modules and a voter. This struc-
ture is capable of detectingn — 1)/2| errors in different processing modules.
The most common structures besides TMR are 5- and 7-mocdedandancies
capable of detecting 2 and 3 errors respectively.

3.1.1 \Voters

The voting algorithms can be divided according to their tiomality to generic

and hybird voting algorithms and to purpose-built voteren@&ic voters use only
the information of input signals to produce the output winjdrid voters have
also some extra information such as the reliability of défe modules or history
of previous votings. The purpose-built voters are e.g. ispegicroprocessor
systems designed for space shuttles and they are not cesicaisee. [40]

Generic voters create output according to the present output values ofnredu
dant modules. The most common algorithm is éixact majority votingwhich
means that when the majority of the module outputs has the satue, this value
is forwarded to output. This is easily achieved in bitwisénwgp because the only
possible values are logic 0 and 1. If the module outputs argusbone bit wide
but for instance integers, then it is possible that therenisnajority agreement.
In this case the voter can have a benign output "no resultichvis an exception
signal. The values of different modules can be slightlyattéht because of noise
or e.g. sensor elements cannot be physically at the exaathe place. There-
fore inexact majority votindghas been introduced, where the output is decided if
the majority of the module outputs lie inside a certdireshold A benign "no
result” is outputted only if majority of the outputs are mdinan a threshold apart
from each other. The threshold effect can be easily achibyehlopping a couple
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LSBs from the voting procedure [27]. Thdurality voting means voting where
there does not necessarily have to be majority having the saatne (exact) or
values in threshold limits (inexact) but only the number afduale outputs having
the same value or values in threshold apart is larger thanuh#er of modules
having an other value. E.g. if there are five modules it nelegisttvo of them have
the same value if the other three have all different valuesake of inexact voting
the selection of the output value can be a random selection@bf the majority
or plurality output values or it can brid-value selection (MVS)here the output
is counted as the mid-value of the majority or plurality autp [31, 52]

Another voting scheme imedian voting which means the selection of the
median of all the module outputs as the voter output. An efficsoftware real-
ization is to sort the output values and then sdlect- 1) /2]th value as the output,
wheren is the (odd) number of redundant modules. [35]

In weighted average votirgyery module output gets a weight and the output is
counted as the average of the module outputs scaled by tlegkte: The output
is scaled back by the sum of weights in order to produce oulyis at the same
scale as the inputs, and in the case of bitwise voting, thpubus returned to
one of the logic states according to a threshold value, wbarhalso be adjusted
somewhere else than the mid-point of logic states (see Figrse weights are
counted based on the output value distance of the otherowdfues. If an output
value is far away from all the other output values, it is giesmaller weight
than an output value that has many other output values reeaalite. Advanced
methods to count these values have also been presentede iflckgle e.g. a
voter that has a soft threshold created according to distanather values and it is
controlled by a special roll-off parameter which gives tlosgbility to adjust the
voter behaviour from majority voter to average voter [38] arfuzzy voter, which
uses fuzzy set theory to adjust the weights [36]. Circuilizations of voters are
e.g. a weighted bit-wise voters with threshold used witli-gefging systems
[11, 45] and an analog weighted average voter [50] togetitarttweshold circuit
using capasitive threshold logic (CTL) [49]. The adjustineinthe threshold is
a cruicial task for the operation of the circuit. Threshodoh de static, based on
circuit realization, it can be set after manufacture, ortkineshold can be dynamic

Figure 5: Weighted average voting with threshajd= 37 ; w;z;/ Y0 w;, 2z =
Lif y > T andz =0if y < T, whereT' is the set threshold.
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adjusting to the operation environment. E.g. the use dii@di neural network
(ANN) learning algorithm in adjusting the thresholds hasrsuggested. [48]

Different voting schemes are more appropriate for someegipins than the
others. Majority voting is rather safe voting scheme beeaus more likely to
output a benign than a faulty result. The weighted averagegon the other hand
results in more correct results but also the amount of ieobmesults increases,
though the safety is not that good [39]. The above mentiop&dée when module
outputs are wider than just one bit as for bitwise voting tifety of majority voter
is lousy because in case of multiple errors the output isfliteeproduce incorrect
error instead of bening result. The weighted average vdondpit-wise voters
is shown to result in higher number of correct results in ttesence of multiple
defects. [51]

Hybrid voters combine the information of present module outputs and some
other information regarding the module circuits or outpeduence. The vot-
ing procedure can be totally based on the history, e.g. doerithe weights in
weighted average voting based on history records [37] oosing for the output
of the voter the output of the module that has been best initerir. The best
module is the one that has had output closer than a threshofdjority of the
module outputs for the most times [34]. The use of history&slcan be also a
backup system if no agreement can be found among the modigatsy34]. In
addition to using the history data to detect the most rediafmbdules, it can also be
used to predict the next output value. Many system outpets@mehow depend-
able of the previous outputs, which gives the legitimationthis procedure. One
of the simplest way to predict the value is in the case of m@dulkput disagree-
ment to check if any one of them is closer than a thresholdd@tkvious voter
output, and if such an output is found, to select for the voteput the module
output that is closest to the previous voter output [39].

3.2 Time Redundancy

The basic principle in time redundancy is to use the samairesamany times
and compare the results gained from different rounds of ctatipn. The method
therefore saves area when not that much extra hardwaredsdead at the same
time uses more time, which might be acceptable for a ceryaie of applications.
The method of repeating the same calculation many time ectfe to detect
transient errors but permanent and in many cases also ittemirerrors occur at
the same place during all calculations and cannot therdiergetected and cor-
rected. This problem can be overcome by somehow encodingpirand before
processing and decoding afterwards. Commonly first theadiperis performed
with the uncoded operand and secondly with coded ones.

The first presented coding methodakiernating logic which uses comple-
mentation as the coding method. In order to be able to useddisg, the self-
duality of the circuit is required or possibly extra inpuhseded. Theecomputing
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with shifted operands (RES@)eans shifting the operands before calculation to
left and back to right after calculation. This method densaextra width to op-
eration or cyclic shift can be used, which on the other handmaeomplex logic

for carry signals on adder circuits. Another coding appinhaacecomputing with
swapped operands (RESW@)here upper and lower parts of the operands are
swapped before calculation and back after it. The methodsee extra bits and
the logic for handling carry bits in adder circuits is moreagjhtforward than in
RESO. [27]

The error correcting properties are gained by repeatingfieeation at least
three times and performing voting for the three results. feb#int codings are
used for different calculation rounds, e.g. no coding,tshdnd shift 2. Bit-wise
majority voting can be problematic because the arithmegigrations commonly
affect many bits. The different voting approaches wereaalyediscussed in the
previous section. [27]

3.3 Information Redundancy

Information redundancy in general means adding extradgstred or transmitted
data. Speciaérror correcting codes (ECCare used to detect the exact location
of an error, which makes it possible to correct it. The codeslwe classified to
separableandnonseparable codescording to the way how the extra information
is added to the data. If the data is left as is and only extsadsié added for the
correction, the code is separable. A nonseparable code mesgharate decoding
circuit to return the data to its normal form before furthevgessing.

A simple separable ECC is thmarity code which means adding one bit to
every word and the value of this added bit is adjusted to maé&etimber of bits
with value 1 odd (odd-parity code) or even (even-parity god&hen a parity is
counted separately for both rows and columns for instanaamemory block, the
exact location of a single error can be detected. [27, 33]

The most common ECC is thdamming codgwhich uses the concept of
overlapping parity where there are several parity bits arglyedata bit is part in
adjusting several of them. The Hamming code fulfilling thief > d + ¢+ 1,
wherec is the number of check bits antlis the number of data bits, corrects
single errors (SEC) or it can be used to detect double erdE®]. The modified
Hamming code for both correcting single errors and detgdaiouble errors can
be achieved by adding one extra check bit, which is used agatity bit of the
whole code word. [27, 33] Another example of an overlappiagtp code is the
Hsiao cod€g33]. Both the Hamming and Hsiao codes are separable as thg pa
bits are added to the code words without altering the dag#.its

TheDual rail (DR) codeis a coding method, where every bit is doubled and
the result is a separable code. In addition a parity bit isothiced, thus the
code needk + 1 bits, wherek is the number of information bits. [47] Also
an extended version of the dual rail code has been preseitethis version
also the parity bit is doubled stk + 1) bits are needed. [46] The DR code is
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able to correct single bit errors as the Hamming code but geeled amount of
check bits is much higher. The benefit of the DR code is itdtgldor crosstalk
minimization, which is simply a result of the property thagreal wire and its
dublicate always have similar transactions. The DR and evare the extended
DR performs better than the Hamming code when transmisstay dr energy
consumption is regarded in the presence of crosstalk noidevaen the wires
are placed optimally. In nanoscale circuits crosstalk saigace is expected to be
dominant compared to other wire capasitances and thert#ferbenefits of DR
coding methods are extremly cruicial. [46, 47]

As the probability for multiple errors increases when goingher into the
nano regime, also error correcting codes capable of cangeseveral errors are
needed. A popular ECC for multiple error correction is a iyclode Bose-
Chaudhuri-Hocquenghem (BCH) codkhe clasgyclic codemeans a code where
cyclic shift of a codeword generates another codeword.i€goldes in their stan-
dard form are nonseparable but they can be easily modified tddp separable.
The BCH code is similar to Hamming code when used as a single @rrecting
code, but it can be built to have the ability to correct as neimultaneous errors
as needed. [55]

The Reed-Solomon code another cyclic code that can be used to correct
multiple errors. The code is nonbinary, which means thdea of bits, groups
of m bits (e.gm = 8, a byte) are used as symbols for the code. If a word contains
k groups of data and its totally lengthrisgroups, at mosi(n — k) /2] errors can
be corrected. [33]

The methods mentioned above are mainly used to correctseceursed by
noise in signal transmissions and upsets occured in mesaofiberedundant
residue number system (RRNS)sed for error correction in arithmetic operations
such as addition, substraction and multiplication. Indesinumber system each
number is presented as the residues for a set of relativehepnoduli. E.g. if
the moduli set i 3,5} then a9, is presented a8y s because 9=0 mod 3 and
9=4 mod 5. The se{3,5} can be used to present numbers — 14,,, which is
determined by multiplying the moduli of the sét-(5 = 15). The operations are
performed bitwise as mowk;, wherem; is the moduli used to create the numbers
at this bit location. When extra moduli are added to the se¢dandant residue
number system is gained, which can be used to detect ancctemers. Ifr
redundant moduli are added, the system can correct by'®g errors. The use of
RRNS has been proposed to be used e.g. in digital filters asoftware-defined
radio. [15, 22, 27]

Another attempt to make arithmetic operations tolerableatdtiple errors, is
the use ofserialized dataand arithmetics based @tochastic computingThe
main idea is to represent every value as the amount of 1's iard and the error
tolerance is gained by adding extra bits to the operandssé@iiaization increases
remarkably the length of operands but the hardware needelilidhe operations
is very light and therefore the approach can be used to bugdsive parallel
structures. The results show small inaccuracies also fatteer high number of
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errors and therefore the method is suitable e.g. for digitaks, where small
deviations form the accurate values are accepted. [42]

The use of error correcting codes means that there is neeshémding, de-
coding and also sometimes for a special correction circditge fault tolerance
of these circuits has not been a matter of concern previarglygenerally they
have been presumed to be faultfree. As the defect densitgdses also these
circuits need to be made fault tolerant and thus there is addror development
of fault-tolerant, low-power, high-speed and area-effitiencoder and decoder
circuits. [44]

3.4 Hybrid Approaches

Methods that combine the aspects of many different redwydiypes are called
hybrid approaches. The method to combine hardware redapaemore specif-
ically triple modular redundancy and time redundancy itecdlme shared triple
modular redundancy (TSTMR) this approach there are three identical process-
ing elements and a voting circuit just like in TMR. The timenaln approach is
inserted in a way that every operand are divided into threts pad also the width
of processing elements is one third of the original ones F&ge5).

The procedure starts by the operation for the lower parte@bperands, the
result is voted among the three module outputs and savedemister. Next the
same is done to the middle parts and finally to upper partseobpierands. When
all parts are calculated the results are combined to crbat@rtal result. Special
logic is inserted to handle the carry propagation from oresplo another. The
benefit of the method is the lower area overhead than in TMRadswlthe time

{" {" i —
n/3 bit 3:1 mux | /n/3 bit 3:1 mux 2:1 mux
T3 n/3
e T EC _
/3 bit adder | In/3 bitadder | In/3 bit adder 1 bitreg
co ’co [co
1 | |
'n/3 bit voter 1 bit voter
n/3
|

In/3 bitreg| | In/3 bit reg

Figure 6: Time shared triple modular redundancy adder.
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required for computation is normally less than three futithioperations because
of the smaller carry chains. The same method is also caledmputing with
triplication with voting (RETWV]23], hardware partition in time redundancy
(HPTR)[2] or recomputing with partitioning and voting (RWPJ8] and its usage
is presented for adders and multipliers [23] as well as feidérs [20].

An extension to same methodology gsiadruple time redundancy (QTR)
where operands are divided into four parts and the computatas four phases.
The idea in this extension comes from the fact that the bitlwid the operand is
commonly dividable by four but seldom by three. [54]
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4 Dynamic Fault Tolerance

The effect of dynamic redundancy is based on active actisrgpgaosite to the
passive operation of static redundancy. The dynamic remhurydoperation can be
divided into four phases the first of whichfault detection After the detection of
a fault situation the next thing to do is to locate the fauknide, the second phase
is fault location The third phase ifault containmentvhich means isolating the
error source so that no new errors can occur. The final phaseilisrecovery
meaning usually reconfiguration of the circuit so that thremeous part has been
disabled. [27]

The use of dynamic redundancy means introduction of speafol circuitry
and elements. The design of these control parts is not altkaystraightforward.
The benefit gained with dynamic redundancy is better rditgl@specially in the
occurence of permanent and multiple errors, and quite diftemeliability is also
gained with smaller area overhead than in the corresporstatg redundancy
approach.

4.1 Fault Detection

The fault detection is a cruical part of dynamic redundamgyaaches. If the fault
is not detected the circuit can produce erroneous outputsegarded faultfree
because the fault detection circuitry has not indicatedot®irence of a fault.
The fault detection can be organized @exiodic tests self-checking circuiteor
watchdog timer$33].

The purpose of the perioric tests is to stop the circuit dpmreevery now
and then and perform self-test. The method cannot guardmaeevery fault is
detected because the test is run only every now and then smthal time needed
for testing is a drawback of this method.

Watchdog timers are used especially in multi-processor@mment. A con-
trol circuit sets a timer when a processor starts to execagztain job. At some
predefined point of the procedure the processor resets th@ero If for some
reason the processor halts during the operation, the dantonit detects it by
observing the timer value exceeding some limit and can fetaimce reset the
halted processor or start a reconfiguration process. [27]

There are numerous ways to create self-checking circuits.iost straight-
forward method isluplication with comparison (DWC)vhich simply means cre-
ating two identical modules and comparing their outpute (5g. 7). Sometimes
there can be small deviations between two components gthiliey are operat-
ing correctly. In these cases the comparison process canedgast significant
bits (LSBs). The method can also be expanded to tolerate cmmmode fail-
ures which are failures that affect same way both moduleg éXpansion is to
use complementary logic in the duplicated module and thepeoison result is
correct when the outputs are complements of each other. [27]

Dublication can be done also in time domain. The informaisosent twice
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Figure 7: Dublication with comparison.

and the two results are compared. At the second time the daté®e& comple-
mented or swapped and inverse transform proceeded at gt aubrder to gain
better detection abilities. [27]

A combination of the use of both time domain and space is@¢adieomputing
with dublication with comparision (REDWCIn this method the operands are
divided into two blocks and the duplicated modules are orllf the width of
original blocks. First the lower parts of the operands adetéethe modules and
the outputs are compared. This is followed by a similar pgede upper parts of
the operands. This method results in less area overheadiVgh but the time
needed for single operation doubles. [27]

A number of codes can be used to detect errors in data. Pps$kéimost
commonerror detecting codés the parity code, which is extensively used e.g. in
memory circuits. A single parity bit is added to every wordldhe value is set
in a way to make the number of logic ones in the word even or @gedding on
wheteher even or odd parity code is used. The code can datgi srrors but
in case of multiple errors the parity bit may have correctigadnd therefore the
error is not detected.

The Hamming code uses interleaved parity and it can be useetéat dou-
ble errors (DED) or with extended Hamming code even tripterer(TED). The
Hamming code is one of the most used methods in error deteatid correction
and it was already introduced as a error correcting codectie3.

The parity and Hamming coding methods have been used iniaeagtor
detection system, which is built to gain more energy efficasign without af-
fecting the error detection capabilities. The system naosithe noise level of
the trasmission channel and dynamically changes to a cadéés better error
detection capabilities in case of an increased noise lexket@spectively changes
to a lighter code when the noise level is lower. In the despgnity, Hamming
DED and extended Hamming TED codes are used. [41]

Errors are commonly expected to occur bitwise randomlys Tinot a realis-
tic model for all cases. In some situations errors only to @dinection can occur,
which means that O can become 1 but 1 cannot become 0 or visa. VErrors
occuring only to one direction are calledidirectionaland errors that can occur
to both directions arbidirectional Errors also do not always occur alone but they
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can occur as bursts. Bursts are common for instance in comation signalling
caused by some disturbancies at the signaling media. Iiteninfaults in the
signaling medium typically cause error bursts.

M-out-of-n codesire able to detect not only all single errors but also mutipl
unidirectional errors. The basic principle in code is thetrg code word has: 1s
andn — m Os while the total length of codewordsris The code is not separable
except only in special cases. Such a special cdseig-of-2k codevhere there is
two bits per one data bit. The code is calle@air two-rail code when the check
bits are bitwise complement of the information bits [27,.38h example of the
use ofm-out-of-n codes is e.g. an on-line error detecting adder, where bHat-
code has been used [53].

The Berger codedemands the fewest number of checkbits of the available
separable codes for detecting arbitrary multiple unidioe@l errors. The code is
based on counting the number of 1s in the word and appendinghalement of
it to the word. The amount of checkbits|i®g,(/ + 1)1, where! is the number of
information bits [27, 33]. If it is not necessary to detedttaé possible unidirec-
tional erros, but only max of them, then the amount of checkbits can be further
decreased. Such codes are empdified Berger coddBorden codeandBose-Lin
codes[33]. A set of codes for detecting unidirectional errors a&nibr bursts of
lengtht, calledthe unidirectional burst error detecting codexludes e.g. codes
by Berger, Bose, Blaum [33].

One way to detect an error occured during signal transnmssito count a
checksunof the sent words and send it together with the words. At theiveng
end the checksum is recalculated and compared with thevegtene. Examples
of checksums arsingle- and double precision checksuasswell asHoneywell
andresidue checksumdhe length of the single-precision and residue checksum
is the same as the width of the words and the others have tgthlehdouble the
width of the words. The all listed checksums are calculagedudmmation of all
words and they differ in the way the words are organized amy ¢ats handled
in the summation process [27].

Cyclic codesare a set of codes that are able to detect single errors aackad|
multiple errors, which makes them extremely suitable fole$&ansfers to handle
burst errors. The number of adjacent errors that can betdedtess: — k£ — 1, where
k is the number of data bits and the coded word contairtsts. A generator
polynomial of degree — £ is used. Nonseparable but efficient circuit realizations
can be made usinignear feedback shift registers (LFSRInd the codes can also
be made separable by small changes in the generation pr¢2éks

Commonly used codes are thgclic redundancy check codes (CREDr in-
stance, CRC-8 (8 for the degree of the generator polynonsialsed in a self-
calibrating design to detect the errors on the transmissi@nnel. The self-
calibration in this design means that the voltage-swingransmission channel
is scaled dynamically in order to obtain minimum energy comgtion. [57]

Arithmetic codesire used to detect errors in arithmetic operations. One -€xam
ple of such a code is th& N codewhich can be used for addition and substraction.
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Every operand is multiplied byl before operation and the result should be evenly
dividable by A, otherwise an error has occured. A commonly ugéd code is
3N code. Other arithmetic codes includesidueandinverse-residue codedn
these codes, the operands are divided by integée.g. 3 for mod-3 residue),
and the remainder is appended to the data, thus the codeaisabégp Operation
for the residue is proceeded moduteand it is checked against the remainder of
the operation result when divided by. The procedure is eligible for addition,
multiplication and ALUs [33]. Also residue number systeras de used for er-
ror detection. They were described in Section 3 along wigir thrror correcting
capabilities. [27]

4.1.1 Checkers

Checkers are circuits that are used to determine if an easrolccured or not.
A checker commonly compares two values and signals an drtioey differ or
equal (depending on the used method). The accurate desidreokers is very
important because an error in the checker circuit may ide#d the fault tolerance
of the whole system.

In the design of checker circuits the conceptdafit-secureandself-testing
design are commonly used. The circuit is fault-secure ifyvalid input produce
either correct output or a non-code output, which can bdyeabserved. The
self-testing on the other hand means a circuit where foryeeeit (in some set of
faults) there is an input combination, which produces ancate output so that
the fault can be observed. The circuit that is both faultise@nd self-testing is
calledtotally self-checking (TSC)33]

The fault-security in a circuit can be achieved by desigivegcircuit in a way
that there is separate logic for separate outputs. Thisresshat a single error
affects only one output signal. The self-testability isiaebd by non-redundant
design.

A common checker is a two-rail checker, which has four inuig two out-
puts. The inputs consist of two input pairs, and a pair corgiswo comple-
mentary signals. The circuit checks that the signals of antipair are indeed
complementary. The output signals are complementary wene tare no errors
and in the case of an error in the input or in the checker ditbei output signals
are the same. A checker for a larger amount of input pairs eamdated by form-
ing a tree connection from the two-pair checkers. A totadliy-shecking two-rall
checkers have been presented, and a combination of theskechdorming a
larger checker is also TSC. [33]

4.2 Fault Location

After the detection of a fault situation the fault source bade located. One
way to accomplish this is to start a specific self-diagngstacedure after fault
detection [27]. The self-diagnostics may consume too mimkbk to be used in
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some time-critical applications but for the most applicas the extra time can
be afforded because it is needed only in the case of a faultreace which is
reasonably seldom.

Another way to locate the fault is to use two different detatmethods. For
example, if both duplication with comparison and parityahare used, the faulty
module can be easily located. [4]

4.3 Fault Recovery

There are two common ways to achieve the fault recovery. fdresinission or
calculation repetition, the so callexutomatic repeat request (AR@}pes extra
time while the use o$pare moduleandreconfigurationcauses area overhead.

The ARQ is suitable for recovering from transient and in s@ases also in-
termittent errors. Against permanent errors it cannot leel usecause the system
will not work regardless of how many times the operation gesged. The good-
ness of ARQ has been evaluated against forward error came@EC), which
means error correcting codes. ARQ is found to be more endfigieat (0.25:m
technology), because of the energy consumption of code@aoants. Thus,
the gap between ECC approaches is expexted to decreas@mrslogy is scaled
down because of the larger power consumption of the comratiaicchannel and
decreasing power need for logic blocks. [7]

The use of spare modules and reconfiguration is especialigbsel for the
recovery from permanent and intermittent errors. On therdtland, it is not very
efficient to abandon a whole module and replace it with a spaeeif the error
is only temporary. Therefore a combination of ARQ and regurfition might
give the best result. The operation is first repeated anceifetinor stays, then
reconfiguration process is begun. [33]

The spare modules can be divided it and cold spareswhich indicates
whether the spare modules are immediately ready to usedhab)they need to be
initialized before usage (cold). The cold spares are aldedstandby spareand
a hot spare systemeconfigurable duplicationThe standby spare system leads to
higher reliability but the reconfigurable dublication haghter safety. [27, 33]

The use of spares has been also combined with N-modular daday. In
these systems N modules are part of the voting procedurenaauttiition to them,
there are spare modules (see Fig. 8). After voting the ougprdmpared to every
module’s output and in the case of a disagreement, the maltéplaced with a
spare. The combination leads to higher reliablity than tienal NMR system.
[27, 33]

A self-purging systens a normal NMR module system, but in the case of a
module failure the system is self-reconfigured and the tés(N-1)MR system.
The isolation of modules is done in the similar way as in NMRhvwspares or
it can be based on evaluation of the distancies betweenefiffenodule outputs.
This is called theshift-out modular redundancyn connection with self-purging
systems the use of weighted average voting with dynamiediystable threshold
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Figure 8. N-modular redundancy withspares.

is suggested. [11, 27, 45]

Still another combination of dynamic redundancy and stdtR is thetriple-
duplex architecture In this combination every module is dublicated and in the
case of a disagreement one of these two modules it is isolededthe voting
unit. One system therefore consist of six modules and a wotiér(see Fig. 9).

[27]
)
com par(-:J

)
compare

s

voter

Figure 9: Triple-duplex architecture.

22



The addition of spare modules to system causes easily adaegeoverhead,
because for every different kind of module a special spasetdide inserted. If
the modules are similar (but not identical) theterogenous redundancgan be
used. Redundant blocks that can be programmed FPGA-likegouge many
different functions are inserted to circuit. One such medan be used to replace
different kinds of modules and therefore the overall amatfispare modules can
be decreased. The disadvantage is that these programmadiléam are generally
slower than fixed-logic blocks and also the reconfiguratakes$ more time. [32]

4.4 Reconfigurable Arrays

The fabrication of custom circuits using future nano tedbgies is expected to
be very hard or even impossible but fabrication of reguleayastructures such as
two-dimensional crossbars have already been succesfeteTdre it is very likely
that many future nano circuits will be programmable arr§24]

A reconfigurable array can be made fault-tolerant by addealyimdant rows
and/or columns to the circuit and provide it with mechansamréconfiguration.
The reconfiguration can be performed off-line e.g. righerafabrication or at
compile-time or it can be done on-line during operation.a@gies for off-line
reconfiguration are e.gippling replacementwhere an extra column is inserted
to design and if an errorneous node is detected it is repladidits following
neighbour node which is again replaced by its following heigur and so on, and
stealing strategywhich consists of one extra column and one extra row and is
an extension to rippling strategy overcoming the limit ofyoone tolerable error
per row because the replacement can now be found from eithe&rcolumn or
row. Still another off-line reconfiguration strategy is tie@air most replacement
strategy in which many spare rows/columns are inserted and wholécmumn
is replaced in case of a detected error. [27]

Real-time reconfiguration is based on programmable swstclgiccessive
row/column elimination (SRE/SCHEyategies simply pass one row or column with
the help of these switches and at the same time provide fagtamd output to the
eliminated row/column for further diagnostics. A combinatof both row and
column elimination isalternate row and column elimination (ARCEh which
rows and columns are eliminated in an alternating fashionf the previous fault
was handled by row elimination the next one will be handled@¢dymn elimina-
tion. ARCE gives better tolerance to multiple errors thafeSR SCE. [27]

Also the use of time redundancy has been presented for artafiges. The
approach is simply to use some elements many times in case selis are er-
rorneous in a FFT array. For the needed routing spare lirkgénoduced in the
circuit structure. [5]
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5 Conclusions

The probability for fault occurences is growing as movingdods nano regime.
In Section 2 possible fault sources were discussed and titis faere classified
two three categories. The most common error sources andcdhssification is

presented in Table 1. From the table it is easy to see thatgyent and intermit-
tent errors originate mainly from manufacture process amh fphysical changes
during operation while internal and external noise are nsaurces of transient
errors.

Table 1: The most common error sources for different errpesy

Error type
Error source Permanent Intermittent Transient
Manufacture spot defects gate length deviations
process bridging faults | doping profile
metal slivers fluctuations

resistive contacts
resistive vias
metal slivers
metal cracks
Physical changeselectromigration | electromigration
during operation| current tunneling| soft breakdown
in gate oxides

resulting in
breakdown
Internal noise crosstalk crosstalk
skin effect skin effect
timing noise timing noise
External noise | electrostatic radiation
discharge EMI
electrostatic
discharge
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Different fault tolerance methods fit better to one kind obes than for others.
Static redundancy methods were discussed in Section 3 arahdy redundancy
methods in Section 4. The mostimportant ones of the presemé¢hods are listed
in Table 2 under the error type they fit best.

Table 2: The most suitable methods to cope with differerdrewppes.

dublication
NMR with spares
self-purging systen

Error type
Method Permanent Intermittent Transient
Hardware | TMR/NMR TMR/NMR TMR/NMR
redundancy| weighted average, plurality, majority voting
median voting median voting
Time RESO repeated operation
redundancy RESWO alternating logic
RESO
RESWO
Information Reed-Solomon codeparity code
redundancy Hamming code
Dual-rail code
BCH code
Reed-Solomon cod
RRNS
Hybrid TSTMR TSTMR TSTMR
approaches| QTR QTR QTR
Dynamic standby spares standby spares ARQ
redundancy| reconfigurable reconfigurable triple-dublex

dublication
NMR with spares
1 self-purging system

architecture

e

From the table it can be seen that some kind of hardware redheyds al-

ways needed to tolerate permanent errors. The dynamic spareaches are
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better than static ones but also static hardware redundarcpossible solution.
The weighted average voting is preferred because it hasihity @f minimizing
the effect of a module that is constantly operating erronlcand thus provides
tolerance also for further errors.

The transients on the other hand can be best tolerated bydhaswof static
information redundancy or by dynamic methods using ARQoAd¢her static
approaches can be used but they commonly result in largeocatane overhead.

The intermittent errors are probably the most difficult oteedeal with. The
error may occur very seldom and be limited to a certain nodbernsystem and
thus the methods that are eligible for transients can be fasentermittents too.
The intermittent errors can also be very frequent and habe tomited, in which
case it is best to handle them as permanent errors.

Although many methods are listed under two or even threea gpes, they
cannot be regarded as the best or universal choices. Marmeof either loose
their abilities for fault tolerance in case of multiple espwhich will be common
in nanoscale systems, or even if they could be expandeddi@telmultiple errors,
the area and/or time overhead would be unacceptably high.

As a conclusion it can be stated that no single method is goodlf kinds
of errors. Hence the best fault tolerance can be gained byind a variety of
different fault tolerance methods. The system could e.ge ESC to tolerate
transient errors, and if some error permanently stays aratsptself frequently
(intermittent), the module can be replaced by a spare modidatrolling when
to proceed with different operations will be the cruiciaftpat such systems.
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