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Abstract

The move towards nanoscale circuits poses new challenges tocircuit design. As
the dimensions shrink, it is becoming increasingly difficult to control the variance
of physical parameters in the manufacturing process, for instance the concentra-
tion of dopants, the thickness of the gate and the insulationoxides, the width and
thickness of metal wires, etc. This results in decreased yield which increases the
costs per functioning chip. Electromigration causes intermittent and permanent
failures after some period of operation, which means that these faults cannot be
observed in the manufacture test. The problem of electromigration increases when
going further to nanometer regime because of the decreasingwidth and increasing
deviation of wires. Lowering the supply voltages make the circuits more vulnera-
ble to noise and background radiation resulting in a higher soft error rate.

The only reasonable way to cope with these reliability problems is to build the
circuits fault tolerant. Therefore, the yield can be maintained at an acceptable level
by admitting some amount of faults in a chip. Electromigration problems can be
overcome by the use of built-in redundancy and dynamically reconfigurable circuit
structure. The soft errors can be handled by using static redundancy methods like
hardware, information and time redundancy.

This report discusses fault tolerance techniques for nanoscale structures. It
begins with a study of phenomena that the move towards nano introduces. A
gategorization for fault types is presented and the different impacts of scaling into
nano regime are connected to these types. Later in the reporta number of fault
tolerance techniques are examined and their suitability for nanoscale circuits and
systems is evaluated. Each technique is connected to one or several fault types
according to their properties for fault tolerance perspective.

Finally it is concluded that no single technique is enough for tolerating all the
types of faults in nanosacle circuits and systems. Therefore a combination of two
or more techniques is needed. The optimal mixture is design specific according to
its usage purpose and proneness to different defect sources.

Keywords: fault tolerance, nanoscale circuits, static redundancy, dynamic redun-
dancy, error correcting codes, fault detection
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1 Introduction

The technology development that has been the trend for already decades is ex-
pected to continue at the same speed or possibly at slightly slower course for at
least the next 10 years. The nano age has already began (dimensions less than 100
nm) and the 50 nm half pitch1 is expected to be achieved by the end of this decade.
At the same time the operation frequency is expected to increase to 15 GHz and a
single die can consist of over 4 billion transistors (see Fig. 1). [26]
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Figure 1: Trends in circuit development [26].

When going even further, new technologies are expected to replace CMOS
that has been the state-of-the art technology for already many decades. Promis-
ing technigues include e.g.single-electron transistors (SET), carbon nanotubes,
quantum cellular automata (QCA), andmolecular transistors. [25]

The development trend introduces a wide variety of problemsto the reliability
of circuits. The smaller structures are harder to manufacture and the deviations are
larger. Higher frequencies pose strict limits to timing andtherfore also adds the
propability of timing errors. The increased integration ofdevices on a single die
raises the propability of errorneous components in a die. E.g. if the probability
of an error in a transistor is10−9 then for a chip containing 100 000 of these
transistors the overall probability of no errors is 99,99% but for a chip of 100
million transistors the probability is only 90,48%. Increasing further the amount
of transistors in a single chip results in dramatically low values for the probability
of faultless circuits, e.g. for one billion transistor circuit the percentage is only

1Half pitch is the half of the average of the wire width added with the distance between two
adjacent wires. The technology half pitch is either DRAM metal half pitch or ASIC/MPU metal-1
half pitch, which one is smaller (lately it has been the DRAM metal half pitch).
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36,79%! Chips containing one billion transistors in a single chip are expected to
be in production at 2012 [26].

The reliability problems are even worse for techniques beyond CMOS. The
new technologies that are expected to be available in the near future, are predicted
to have device failure rates of 10% to 30%. [48]

The state-of-the-art method for coping with manufacture errors is to abandon
every circuit not operating completely correctly. The validation is done with the
help of manufacture tests. As the failure rates increase, more and more circuits
are put aside and thus the manufacture yield decreases. Thisraises the cost per
functioning chip. The decreasing yield has been tried to be handled many ways.
One way has been to use the errorneous circuits in systems where the presence of
errors does not matter or the circuits can be used because most of the circuit oper-
ates normally and the error affects only a small fraction of the circuit. Examples
of circuits which can be used although there are errors, are video image packing
MPEG encoder and memory for phone answer machine, while e.g.toy manufac-
turer can use chips that fail in floating-point unit and are otherwise operational.
[9] Another method to gain better yield, is thedesign for manufacture (DFM),
which means creating layouts that are easier to manufactureand thus contain less
errors. Such methods are e.g. to extend from minimum dimensions, where it is
possible. [13, 18]

Previosuly fault tolerance was issue in only safety-critical designs but because
of the increasing propability of failures, the fault tolerance will be part of nearly
every design process in future. The introduction of fault tolerance gives the pos-
sibility to accept circuits containing some failures and thus achieve better man-
ufacture yield. The fault tolerance gives also answer to thefailures introduced
during the usage of the chip, which obviously cannot be handled by methods used
in conjunction with the manufacture process.

The fault tolerance methods used in older circuits sturctures have mainly been
designed for coping with situations of single errors. In future, multiple errors are
expected to occur in circuits because of the increasing failure rate, and therefore
the fault tolerance methods capable of handling multiple faults are needed.

In this report we give an overview of the available fault tolerance technigues
and evaluate their efficiency to the demands of future nanoscale circuits. The
report is organized as follows.

In Section 2 the fault sources are examined and the faults arecategorized to
three categories:permanent, intermittentandtransient errors. At the end of the
section also the used fault models are shortly presented. Fault tolerance methods
can be divided to static and dynamic redundancy. The former ones are discussed
in Section 3 and the latter in Section 4. Conclusions are presented in Section 5.

2



2 Faults in Nanoscale Circuits

As moving to the very-deep sub-micron (VDSM) or nano regime in CMOS chips,
there will be a whole new bunch of new problems and at the same time a list
of old problems are getting more severe. The problems rise from the shrinking
geometries, smaller transistors, lower power voltages, higher frequencies, denser
transistor integrations, etc.

In this section we first classify the fault types to three gategories and later
discuss the most common error sources and connect them to different error types.
At the end of the section the fault models used in circuit design are introduced. In
the following sections means to cope with these presented errors are studied.

2.1 Error Types

The errors can be divided into three main groups:permanent, intermittentand
transient errorsaccording to their stability and occurence. In the following these
main groups are shortly defined. [12]

2.1.1 Permanent Errors

Permanent errors are irreversible physical changes in a chip. The most common
sources for this kind of errors are the manufacture processes, but permanent errors
occur also during the usage of the circuit, especially when the circuit is old and
therefore starts to wear out. Common to all permanent errorsis that once they
have occured, they will not vanish and though the test to detect them can be easily
repeated with the same results.

The manufacture testing is proposed to detect the permanenterrors caused by
the manufacture processes and dismiss the circuits containing errors. If a perma-
nent error occurs during the usage of the chip, the errorneous circuit needs to be
replaced.

2.1.2 Intermittent Errors

Intermittent errors are occasional error bursts that usually repeat themselves every
now and then but are not continuous as permanent errors. Errors are caused by
unstable or marginal hardware, which are activated by environment change such
as temperature or voltage change. Intermittent errors often precede the occurrence
of a permanent error, for instance if there is an increased resistance in a wire be-
fore it totally breaks down creating an open. This type of errors are commonlly
observed also when a circuit operates normally correctly but for some input in-
stance it operates incorrectly because of some path in a circuit may be slower than
supposed to but not totally unoperable.

Intermittent errors are very hard to detect because they mayoccur only under
certain environment constraints or for some specific input combination. The way
to repair these errors is to change the faulty circuit.

3



2.1.3 Transient Errors

Transient errors are temporal single misfunctions caused by some temporary en-
vironmental conditions which can be external phenomenom such as radiation or
noise originating from the other parts of the chip. Transient errors do not make
any permanent marks on the chip and therefore they are also called soft errors
(SE). A common impact of an transient error is a change of value in asingle bit.
Another termsingle-event upset (SEU)is used for soft error, which describes the
fact that misfunctions (upsets) are commonly caused by single events such as an
absorbed radiation.

The occurence of transient errors is commonly random and therefore hard to
detect. Because of the random nature of these errors, a common measure for
transient errors is the probability of occurence called thesoft error rate (SER).
This rate describes both the tolerance of the circuit to variable effects causing
soft errors, and the amount of these effects in the environment where the circuit
is operating, e.g. SER is much higher in space because of the larger amount of
background radiation than for the same chip operating in terrestrial conditions.
The SER can be decreased by special consern to e.g. low-noiseproperties during
the circuit design.

2.2 Error Sources

The error sources can be classified according to the phenomenom causing the
error. Such origins are for instance:the manufacture process, physical changes
during operation, internal noisecaused by other parts of the circuit andexternal
noiseoriginating from the chip environment.

2.2.1 Manufacture Process

The most common defects in a chip arespot defectsandbridging faultscaused
by silicon impurities and lithography and process variations. These defects cause
permanent errors in a circuit. The probability of these defects is likely to increase
as a greater amount of transistors will be integrated in a single chip and the size of
chips is increasing, and at the same time the devices and wires get smaller. This
results in decreasing yield which means higher costs per functioning chip.

The move towards nano scale circuits rises also a list of new problems origi-
nating from the manufacturing process. As the dimensions shrink the proportional
extent of deviations become larger and their effects more severe. Lithography de-
viation is the main reason for gate length deviations. Doping profile fluctuations
on the other hand cause deviation of the threshold voltage. These together with
the increase of resistive vias and contacts result in large operation speed deviation.
At the same time the operation frequency of the circuits is expected to increase
rapidly. The worst case scenario of series of ”slow” devicesmay lead to timing
violations and therefore to malfunction of the circuit. This is considered an in-
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termittent error because the circuit might work correctly for the most of the time,
which would not be the case for permanent error.

Metal sliversare small pieces of metal between two metal wires (see Fig. 2).
In normal conditions this metal piece does not touch the wires but when the tem-
perature increases it creates a short between wires becausethe metal widens as
the temperature increases. This is a typical intermittent error but high voltage
may also cause this short to ”burn in” resulting in a permanent error.

On the opposite to slivers are thecracks in metal wires (see Fig. 2) which
result in opens at low temperatures but may be totally functioning at normal tem-
perature or occur as an increased resistance. This is another typical intermittent
error source. [19, 21, 56]
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Figure 2: Manufacture faults in wires.

2.2.2 Physical Changes During Operation

Electromigration means current-induced atomic transportwhich is generated by
collisions of electrons with metal atoms. This phenomenom is especially critical if
there are so calledmousebitesor hillocksin the metal wires (see Fig. 2). In a place
of mousebite the wire is narrower which means that the current-density is higher
and so the electromigration is stronger. Additionally the wire is already narrower
in that place so the narrowing impact of electromigration causes rapidly increasing
resistivity and finally an open. In place of a hillock material is accumulated and
electromigration moves more material to a such place because now the current
density is lower than in other parts of the wire. This can eventually result in a
short to another wire. The electromigration impact is observed often first as an
intermittent error and as a permanent error if an open or short is created.

Electromigration is becoming more and more severe problem as the dimen-
sions of wires and insulators between wires decrease at the same time as the devia-
tion increases. Also the increasing operating temperatureis reported to strengthen
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the consequences of electromigration. One way to reduce theelectromigartion
problems has been the use of copper in wires because it provides higher electro-
migration threshold than aluminium used before. [6]

The ever thinner gate oxides are prone to current tunneling resulting in break-
down which means a permanent error. On the other hand so called soft breakdown
(SBD)in ultrathin gate oxides slows down transistors causing intermittent errors
same way as other device deviations. The soft breakdown differs form the tradi-
tional hard breakdownin a way that it causes current fluctuations while the hard
breakdown results in shortcuts and thus measurable current. The SBD effects can
be thought as so tiny breakdowns that they only partially violates the operation of
the transistor, which is also the reason for the name ”soft”.SBD is also a typical
source for increased power consumption.

2.2.3 Internal Noise

As the circuit dimension decrease also the supply voltage isscaled down. There
are many reasons for this but the main one is the durability ofcomponents and
wires. High voltages expose the ever thinner gate oxides forbreakdown and high
current densities in narrow wires accelerate electromigration. Also the energy
consumption is decreased as the supply voltage is decreased. The noise tolerance
of the nano scale circuits will be smaller because of this decreasing trend of the
supply voltages (see Fig. 3). The impact is further strengthened by the large devi-
ation of the threshold voltage which means that for some circuits or some parts of
the circuit the noise tolerance is negligible.

At the same time the noise sources are increasing as the proportional fluctua-
tions in the manufacturing processes get larger. Especially the resistive vias and
contacts as well as deviations on wires introduce noise to signals.

The crosstalk noise between signal lines is about to increase, because the
height and width of the signals will not be scaled by the same factor. The width of
the smallest wires will be of the same scale as the length of the gate but the height
of the wire is larger in order to keep the resistance of the wires tolerable. This
increases the capasitive surface among adjacent wires. At the same time, the wire
spacing and also the distance of adjacent layers gets smaller, which additionally
increases the capacitive coupling.

The higher frequency in nanoscale circuits gives rise also to inductance based
noise called theskin effect. As the current changes rapidly it flows near the wire
surface which means increased resistance. Because it depends on frequency, how
near to the wire surface the current flows, the wire resistance will vary with fre-
quency.

One type of noise are the timing inaccuracies. As the deviations of compo-
nents and wires increase it will be impossible to get a signalto two or more dis-
tinct nodes in the circuit at the exactly same moment. The increasing timing jitter
is a problem not only in synchronous systems but also in asynchronous designs
that use delay elements, because the delay length cannot be set that easily.
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The impacts of noisy circuits can usually be modelled as transient or some-
times as intermittent errors. A lot of work has been done to minimize the impact
of noise to circuit functionality and make chips more tolerant to noise. When
moving towards nanoscale circuits many of these methods become unusable be-
cause of the changing noise sources and their relative importance in overall noise.
Therefore new methods are and need to be developed.

2.2.4 External Noise

Radiation has not been regarded as a severe noise source unless the circuit is to be
used in space, aeroplanes, nuclear plant or similar places where background radia-
tion is higher than usual terrestrial amounts. As moving towards nanoscale circuits
the radiation should be taken into consideration also in other circuits, because the
shrinking dimensions cause increasing propability that anα -particle, proton or
neutron hitting the chip also causes a bit value to change. The occurence of upset
is more likely because lowering supply voltages together with smaller transistors
means that the charge the particle introduces is enough to flip a bit resulting in
an error. The charge needed to flip a bit and cause a particle-induced transient is
calledcritical chargeand it is dependent on the charge a transistor can hold. E.g.
for 90nm CMOS technology the charge a transistor holds is 1-10fC, which can be
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compared to the charge of over 100fC caused by anα -particle hitting the circuit.
[30]

Other external noise sources areelectromagnetic interference (EMI)andelec-
trostatic discharge. The errors are normally transient but in principle also perma-
nent errors may result especially from electrostatic discharge. [12]

2.3 Fault Models

The actual defects on a circuit cannot be directly considered in the design and
evaluation of the circuit and therefore special fault models are needed. Fault mod-
els are simplifications of the phenomena caused by defects onthe circuit. The
oldest and most commonly used model is thestuck-at fault model. The defects are
modelled as a circuit node sorted to either power supply (stuck-at-1) or to ground
(stuck-at-0). The modelling can be done at transistor levelbut most commonly
gate level modelling is used, which means that according to the model a circuits
input or output can be sorted to logic 1 or 0. Stuck-at fault model is very simple
and so it is easy to use, and therefore it will be still used in the future, although
other fault models will be more and more common than they are today. [1]

Bridging fault modelmodels connections between nodes in the circuit. This
is actually an extention to stuck-at fault model, where the connections were only
to power supply or to ground, but bridging can occur also between two nodes or
signal lines. The bridging fault model is expected to gain more importance when
moving towards nanoscale circuits, because as the dimensions shrink the connec-
tion between two nodes is coming more probable. The bridgingmodels used today
though have to be enchanced to take into account the increasing parameter fluc-
tuations in the nanoscale circuits [16]. A common way to detect bridging faults
has beenI DDQ testing, which is based on the observation of the leakage current
caused by bridging faults. The expected subthreshold leakages in the nanoscale
circuits are causing growing problems to IDDQ testing and therefore also new
logic testing models are needed for bridging faults [1].

The importance of thedelay fault modelis expected to increase as the operat-
ing frequency rises. According to the model a fault occurs when the circuit is not
able to produce the correct output in the specified time interval although it might
operate correctly at a lower frequency. The delay fault models will consentrate
in the future on path delays rather than gate delays because the relative delay of
connections will become much higher than the delay of gates.[1]

The emerging technologies demand their own fault models.Stuck-on/stuck-
off fault modelhas been suggested to detect background charge fluctuationsin
single-electron transistors (SET)as well as permanent defects due to manufactur-
ing problems and transient device failures due to external influences. The error
occurence is expected to be random [51]. Totally new fault models have also been
suggested e.g. toquantum-dot cellular automata (QCA)[14].
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3 Static Fault Tolerance

The circuit is said to be utilizing static fault tolerance when it is built in such a
way that a fault somewhere in the circuit will not violate thecorrect operation of
the circuit. The word static stands for the fact that fault tolerance is built into the
system structure and it efficiently masks the fault effects.The method to create
such fault masking properties is to use some kind of redundancy. Therefore the
name static redundancy.

Static redundancy can be categorized to hardware, information and time re-
dundandy according to the resource that is used to create theredundancy. Also a
combination of these can be used. Such hybrid redundancy is discussed in Section
3.4.

The methods presented in the literature are most commonly designed for or
demonstrated with single errors. As going further to nanoscale devices the defect
density is expected to increase and so the scenario of multiple errors will be faced.
Therefore methods capable of tolerating several failures are the main focus in this
section. Previously also some parts of the design have been left out from the fault
analysis on the basis that it is a minor part of the whole design and could therefore
presumed to be faultfree. This is not the case for nanoscale devices and so a new
look also to these componets has to be taken.

3.1 Hardware Redundancy

Hardware redundancy generally means multiplying the processing module and
providing voting circuit to decide the correct output valuebased on redundant
module outputs. Higher reliability is gained because when aredundant compo-
nent fails, the voter can decide the correct output based on the results of other
redundant modules. The basic principle can be used at many different abstraca-
tion levels, the modules can be as simple as single gates but also as complex as
whole processors or even larger constructions. The voter can be a simple bitwise
hardware implementation or software algorithm running on aprocessor. General
to all hardware redundancy realizations is the need for extra space or chip area.
Therefore the methodology is also called as physical, area or space redundancy.

The most common hardware redundancy realization istriple modular redun-
dancy (TMR), which consists of three redundant modules and a voting circuit (see
Fig. 4). The voter normally performs majority voting, whichmeans that the out-
put is the same as the ouput of two-of-three of the modules. TMR is capable of
masking a single error in processing modules. The weak pointof the circuit is the
voting circuitry and an error there could cause the whole circuit to fail. This has
been tackled by multiplying also the voter three times and connecting the module
outputs to all three voters [27]. Other possibility is to modify the voting circuitry
in such a way that possible errors can be detected. Approaches include e.g. a voter
that is on-line self-testing for internal faults [10, 43] and an IDDQ checkable voter
[8]. Another crucial design point is the synchronization ofthe voter input, and the
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simplest method for realizing it is to insert registers to voter inputs [27]. Mis-
match and crosstalk in lines from module outputs to voter inputs can cause severe
misfunctions [17], which is especially important issue to handle because of the
increasing crosstalk capacitance in nanoscale wires.

voter

Figure 4: Triple modular redundancy.

A more generalized hardware redundancy realization isn-modular redundancy
(NMR), which means that there aren redundant modules and a voter. This struc-
ture is capable of detecting⌊(n − 1)/2⌋ errors in different processing modules.
The most common structures besides TMR are 5- and 7-modular redundancies
capable of detecting 2 and 3 errors respectively.

3.1.1 Voters

The voting algorithms can be divided according to their functionality to generic
and hybird voting algorithms and to purpose-built voters. Generic voters use only
the information of input signals to produce the output whilehybrid voters have
also some extra information such as the reliability of different modules or history
of previous votings. The purpose-built voters are e.g. special microprocessor
systems designed for space shuttles and they are not discussed here. [40]

Generic voters create output according to the present output values of redun-
dant modules. The most common algorithm is theexact majority voting, which
means that when the majority of the module outputs has the same value, this value
is forwarded to output. This is easily achieved in bitwise voting because the only
possible values are logic 0 and 1. If the module outputs are not just one bit wide
but for instance integers, then it is possible that there is no majority agreement.
In this case the voter can have a benign output ”no result”, which is an exception
signal. The values of different modules can be slightly different because of noise
or e.g. sensor elements cannot be physically at the exactly same place. There-
fore inexact majority votinghas been introduced, where the output is decided if
the majority of the module outputs lie inside a certainthreshold. A benign ”no
result” is outputted only if majority of the outputs are morethan a threshold apart
from each other. The threshold effect can be easily achievedby dropping a couple
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LSBs from the voting procedure [27]. Theplurality voting means voting where
there does not necessarily have to be majority having the same value (exact) or
values in threshold limits (inexact) but only the number of module outputs having
the same value or values in threshold apart is larger than thenumber of modules
having an other value. E.g. if there are five modules it needs that two of them have
the same value if the other three have all different values. In case of inexact voting
the selection of the output value can be a random selection ofone of the majority
or plurality output values or it can bemid-value selection (MVS), where the output
is counted as the mid-value of the majority or plurality outputs. [31, 52]

Another voting scheme ismedian voting, which means the selection of the
median of all the module outputs as the voter output. An efficient software real-
ization is to sort the output values and then select[(n+1)/2]th value as the output,
wheren is the (odd) number of redundant modules. [35]

In weighted average votingevery module output gets a weight and the output is
counted as the average of the module outputs scaled by these weights. The output
is scaled back by the sum of weights in order to produce outputthat is at the same
scale as the inputs, and in the case of bitwise voting, the output is returned to
one of the logic states according to a threshold value, whichcan also be adjusted
somewhere else than the mid-point of logic states (see Fig. 5). The weights are
counted based on the output value distance of the other output values. If an output
value is far away from all the other output values, it is givena smaller weight
than an output value that has many other output values near its value. Advanced
methods to count these values have also been presented. These include e.g. a
voter that has a soft threshold created according to distance to other values and it is
controlled by a special roll-off parameter which gives the possibility to adjust the
voter behaviour from majority voter to average voter [38] and a fuzzy voter, which
uses fuzzy set theory to adjust the weights [36]. Circuit realizations of voters are
e.g. a weighted bit-wise voters with threshold used with self-purging systems
[11, 45] and an analog weighted average voter [50] together with threshold circuit
using capasitive threshold logic (CTL) [49]. The adjustment of the threshold is
a cruicial task for the operation of the circuit. Threshold can be static, based on
circuit realization, it can be set after manufacture, or thethreshold can be dynamic
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adjusting to the operation environment. E.g. the use of artificial neural network
(ANN) learning algorithm in adjusting the thresholds has been suggested. [48]

Different voting schemes are more appropriate for some applications than the
others. Majority voting is rather safe voting scheme because it is more likely to
output a benign than a faulty result. The weighted average voting on the other hand
results in more correct results but also the amount of incorrect results increases,
though the safety is not that good [39]. The above mentioned is true when module
outputs are wider than just one bit as for bitwise voting the safety of majority voter
is lousy because in case of multiple errors the output is likely to produce incorrect
error instead of bening result. The weighted average votingfor bit-wise voters
is shown to result in higher number of correct results in the presence of multiple
defects. [51]

Hybrid voters combine the information of present module outputs and some
other information regarding the module circuits or output sequence. The vot-
ing procedure can be totally based on the history, e.g. deciding the weights in
weighted average voting based on history records [37] or choosing for the output
of the voter the output of the module that has been best in the history. The best
module is the one that has had output closer than a threshold to majority of the
module outputs for the most times [34]. The use of history values can be also a
backup system if no agreement can be found among the module outputs [34]. In
addition to using the history data to detect the most reliable modules, it can also be
used to predict the next output value. Many system outputs are somehow depend-
able of the previous outputs, which gives the legitimation for this procedure. One
of the simplest way to predict the value is in the case of module output disagree-
ment to check if any one of them is closer than a threshold to the previous voter
output, and if such an output is found, to select for the voteroutput the module
output that is closest to the previous voter output [39].

3.2 Time Redundancy

The basic principle in time redundancy is to use the same resource many times
and compare the results gained from different rounds of computation. The method
therefore saves area when not that much extra hardware is needed and at the same
time uses more time, which might be acceptable for a certain type of applications.
The method of repeating the same calculation many time is effective to detect
transient errors but permanent and in many cases also intermittent errors occur at
the same place during all calculations and cannot thereforebe detected and cor-
rected. This problem can be overcome by somehow encoding theoperand before
processing and decoding afterwards. Commonly first the operation is performed
with the uncoded operand and secondly with coded ones.

The first presented coding method isalternating logic, which uses comple-
mentation as the coding method. In order to be able to use thiscoding, the self-
duality of the circuit is required or possibly extra input isneeded. Therecomputing
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with shifted operands (RESO)means shifting the operands before calculation to
left and back to right after calculation. This method demands extra width to op-
eration or cyclic shift can be used, which on the other hand means complex logic
for carry signals on adder circuits. Another coding approach is recomputing with
swapped operands (RESWO), where upper and lower parts of the operands are
swapped before calculation and back after it. The method needs no extra bits and
the logic for handling carry bits in adder circuits is more straightforward than in
RESO. [27]

The error correcting properties are gained by repeating theoperation at least
three times and performing voting for the three results. Different codings are
used for different calculation rounds, e.g. no coding, shift 1 and shift 2. Bit-wise
majority voting can be problematic because the arithmetic operations commonly
affect many bits. The different voting approaches were already discussed in the
previous section. [27]

3.3 Information Redundancy

Information redundancy in general means adding extra bits to stored or transmitted
data. Specialerror correcting codes (ECC)are used to detect the exact location
of an error, which makes it possible to correct it. The codes can be classified to
separableandnonseparable codesaccording to the way how the extra information
is added to the data. If the data is left as is and only extra bits are added for the
correction, the code is separable. A nonseparable code needs a separate decoding
circuit to return the data to its normal form before further processing.

A simple separable ECC is theparity code, which means adding one bit to
every word and the value of this added bit is adjusted to make the number of bits
with value 1 odd (odd-parity code) or even (even-parity code). When a parity is
counted separately for both rows and columns for instance ina memory block, the
exact location of a single error can be detected. [27, 33]

The most common ECC is theHamming code, which uses the concept of
overlapping parity where there are several parity bits and every data bit is part in
adjusting several of them. The Hamming code fulfilling the rule 2c ≥ d + c + 1,
wherec is the number of check bits andd is the number of data bits, corrects
single errors (SEC) or it can be used to detect double errors (DED). The modified
Hamming code for both correcting single errors and detecting double errors can
be achieved by adding one extra check bit, which is used as theparity bit of the
whole code word. [27, 33] Another example of an overlapping parity code is the
Hsiao code[33]. Both the Hamming and Hsiao codes are separable as the parity
bits are added to the code words without altering the data itself.

TheDual rail (DR) codeis a coding method, where every bit is doubled and
the result is a separable code. In addition a parity bit is introduced, thus the
code needs2k + 1 bits, wherek is the number of information bits. [47] Also
an extended version of the dual rail code has been presented.In this version
also the parity bit is doubled so2(k + 1) bits are needed. [46] The DR code is
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able to correct single bit errors as the Hamming code but the needed amount of
check bits is much higher. The benefit of the DR code is its ability for crosstalk
minimization, which is simply a result of the property that signal wire and its
dublicate always have similar transactions. The DR and evenmore the extended
DR performs better than the Hamming code when transmission delay or energy
consumption is regarded in the presence of crosstalk noise and when the wires
are placed optimally. In nanoscale circuits crosstalk capasitance is expected to be
dominant compared to other wire capasitances and thereforethe benefits of DR
coding methods are extremly cruicial. [46, 47]

As the probability for multiple errors increases when goingfurther into the
nano regime, also error correcting codes capable of correcting several errors are
needed. A popular ECC for multiple error correction is a cyclic code Bose-
Chaudhuri-Hocquenghem (BCH) code. The classcyclic codemeans a code where
cyclic shift of a codeword generates another codeword. Cyclic codes in their stan-
dard form are nonseparable but they can be easily modified to be also separable.
The BCH code is similar to Hamming code when used as a single error correcting
code, but it can be built to have the ability to correct as manysimultaneous errors
as needed. [55]

The Reed-Solomon codeis another cyclic code that can be used to correct
multiple errors. The code is nonbinary, which means that instead of bits, groups
of m bits (e.gm = 8, a byte) are used as symbols for the code. If a word contains
k groups of data and its totally length isn groups, at most⌊(n − k)/2⌋ errors can
be corrected. [33]

The methods mentioned above are mainly used to correct errors caused by
noise in signal transmissions and upsets occured in memories. Theredundant
residue number system (RRNS)is used for error correction in arithmetic operations
such as addition, substraction and multiplication. In residue number system each
number is presented as the residues for a set of relatively prime moduli. E.g. if
the moduli set is{3,5} then a910 is presented as04RNS because 9=0 mod 3 and
9=4 mod 5. The set{3,5} can be used to present numbers010 − 1410, which is
determined by multiplying the moduli of the set (3 · 5 = 15). The operations are
performed bitwise as modmi, wheremi is the moduli used to create the numbers
at this bit location. When extra moduli are added to the set, aredundant residue
number system is gained, which can be used to detect and correct errors. Ifr
redundant moduli are added, the system can correct up to⌊r/2⌋ errors. The use of
RRNS has been proposed to be used e.g. in digital filters and insoftware-defined
radio. [15, 22, 27]

Another attempt to make arithmetic operations tolerable tomultiple errors, is
the use ofserialized dataand arithmetics based onstochastic computing. The
main idea is to represent every value as the amount of 1’s in a word and the error
tolerance is gained by adding extra bits to the operands. Theserialization increases
remarkably the length of operands but the hardware needed tofulfill the operations
is very light and therefore the approach can be used to build massive parallel
structures. The results show small inaccuracies also for a rather high number of
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errors and therefore the method is suitable e.g. for digitalfilters, where small
deviations form the accurate values are accepted. [42]

The use of error correcting codes means that there is need forencoding, de-
coding and also sometimes for a special correction circuits. The fault tolerance
of these circuits has not been a matter of concern previouslyand generally they
have been presumed to be faultfree. As the defect density increases also these
circuits need to be made fault tolerant and thus there is a demand for development
of fault-tolerant, low-power, high-speed and area-efficient encoder and decoder
circuits. [44]

3.4 Hybrid Approaches

Methods that combine the aspects of many different redundancy types are called
hybrid approaches. The method to combine hardware redundancy or more specif-
ically triple modular redundancy and time redundancy is called time shared triple
modular redundancy (TSTMR). In this approach there are three identical process-
ing elements and a voting circuit just like in TMR. The time domain approach is
inserted in a way that every operand are divided into three parts and also the width
of processing elements is one third of the original ones (seeFig. 6).

The procedure starts by the operation for the lower parts of the operands, the
result is voted among the three module outputs and saved to a register. Next the
same is done to the middle parts and finally to upper parts of the operands. When
all parts are calculated the results are combined to create the final result. Special
logic is inserted to handle the carry propagation from one phase to another. The
benefit of the method is the lower area overhead than in TMR andalso the time
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Figure 6: Time shared triple modular redundancy adder.
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required for computation is normally less than three full width operations because
of the smaller carry chains. The same method is also calledrecomputing with
triplication with voting (RETWV)[23], hardware partition in time redundancy
(HPTR)[2] or recomputing with partitioning and voting (RWPV)[3] and its usage
is presented for adders and multipliers [23] as well as for dividers [20].

An extension to same methodology isquadruple time redundancy (QTR),
where operands are divided into four parts and the computation has four phases.
The idea in this extension comes from the fact that the bit width of the operand is
commonly dividable by four but seldom by three. [54]
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4 Dynamic Fault Tolerance

The effect of dynamic redundancy is based on active actions as opposite to the
passive operation of static redundancy. The dynamic redundancy operation can be
divided into four phases the first of which isfault detection. After the detection of
a fault situation the next thing to do is to locate the fault. Hence, the second phase
is fault location. The third phase isfault containmentwhich means isolating the
error source so that no new errors can occur. The final phase isfault recovery
meaning usually reconfiguration of the circuit so that the erroneous part has been
disabled. [27]

The use of dynamic redundancy means introduction of specialcontrol circuitry
and elements. The design of these control parts is not alwaysthat straightforward.
The benefit gained with dynamic redundancy is better reliability especially in the
occurence of permanent and multiple errors, and quite oftenthe reliability is also
gained with smaller area overhead than in the correspondingstatic redundancy
approach.

4.1 Fault Detection

The fault detection is a cruical part of dynamic redundancy approaches. If the fault
is not detected the circuit can produce erroneous outputs and regarded faultfree
because the fault detection circuitry has not indicated theoccurence of a fault.
The fault detection can be organized asperiodic tests, self-checking circuitsor
watchdog timers[33].

The purpose of the perioric tests is to stop the circuit operation every now
and then and perform self-test. The method cannot guaranteethat every fault is
detected because the test is run only every now and then and also the time needed
for testing is a drawback of this method.

Watchdog timers are used especially in multi-processor environment. A con-
trol circuit sets a timer when a processor starts to execute acertain job. At some
predefined point of the procedure the processor resets the counter. If for some
reason the processor halts during the operation, the control circuit detects it by
observing the timer value exceeding some limit and can for instance reset the
halted processor or start a reconfiguration process. [27]

There are numerous ways to create self-checking circuits. The most straight-
forward method isduplication with comparison (DWC), which simply means cre-
ating two identical modules and comparing their outputs (see Fig. 7). Sometimes
there can be small deviations between two components although they are operat-
ing correctly. In these cases the comparison process can ignore least significant
bits (LSBs). The method can also be expanded to tolerate common mode fail-
ures which are failures that affect same way both modules. The expansion is to
use complementary logic in the duplicated module and the comparison result is
correct when the outputs are complements of each other. [27]

Dublication can be done also in time domain. The informationis sent twice
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Figure 7: Dublication with comparison.

and the two results are compared. At the second time the data can be comple-
mented or swapped and inverse transform proceeded at the output in order to gain
better detection abilities. [27]

A combination of the use of both time domain and space is called recomputing
with dublication with comparision (REDWC). In this method the operands are
divided into two blocks and the duplicated modules are only half the width of
original blocks. First the lower parts of the operands are fed to the modules and
the outputs are compared. This is followed by a similar process to upper parts of
the operands. This method results in less area overhead thanDWC but the time
needed for single operation doubles. [27]

A number of codes can be used to detect errors in data. Possibly the most
commonerror detecting codeis the parity code, which is extensively used e.g. in
memory circuits. A single parity bit is added to every word and the value is set
in a way to make the number of logic ones in the word even or odd depending on
wheteher even or odd parity code is used. The code can detect single errors but
in case of multiple errors the parity bit may have correct value and therefore the
error is not detected.

The Hamming code uses interleaved parity and it can be used todetect dou-
ble errors (DED) or with extended Hamming code even triple errors (TED). The
Hamming code is one of the most used methods in error detection and correction
and it was already introduced as a error correcting code in Section 3.

The parity and Hamming coding methods have been used in adaptive error
detection system, which is built to gain more energy efficient design without af-
fecting the error detection capabilities. The system monitors the noise level of
the trasmission channel and dynamically changes to a code that has better error
detection capabilities in case of an increased noise level and respectively changes
to a lighter code when the noise level is lower. In the design,parity, Hamming
DED and extended Hamming TED codes are used. [41]

Errors are commonly expected to occur bitwise randomly. This is not a realis-
tic model for all cases. In some situations errors only to onedirection can occur,
which means that 0 can become 1 but 1 cannot become 0 or vice versa. Errors
occuring only to one direction are calledunidirectionaland errors that can occur
to both directions arebidirectional. Errors also do not always occur alone but they
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can occur as bursts. Bursts are common for instance in communication signalling
caused by some disturbancies at the signaling media. Intermittent faults in the
signaling medium typically cause error bursts.

M-out-of-n codesare able to detect not only all single errors but also multiple
unidirectional errors. The basic principle in code is that every code word hasm 1s
andn − m 0s while the total length of codewords isn. The code is not separable
except only in special cases. Such a special case isk-out-of-2k codewhere there is
two bits per one data bit. The code is calledk-pair two-rail code, when the check
bits are bitwise complement of the information bits [27, 33]. An example of the
use ofm-out-of-n codes is e.g. an on-line error detecting adder, where 1-out-of-3
code has been used [53].

The Berger codedemands the fewest number of checkbits of the available
separable codes for detecting arbitrary multiple unidirectional errors. The code is
based on counting the number of 1s in the word and appending a complement of
it to the word. The amount of checkbits is⌈log

2
(I +1)⌉, whereI is the number of

information bits [27, 33]. If it is not necessary to detect all the possible unidirec-
tional erros, but only maxt of them, then the amount of checkbits can be further
decreased. Such codes are e.g.modified Berger code, Borden codeandBose-Lin
codes[33]. A set of codes for detecting unidirectional errors anderror bursts of
lengtht, calledthe unidirectional burst error detecting codesincludes e.g. codes
by Berger, Bose, Blaum [33].

One way to detect an error occured during signal transmission is to count a
checksumof the sent words and send it together with the words. At the receiving
end the checksum is recalculated and compared with the received one. Examples
of checksums aresingle- and double precision checksumsas well asHoneywell
andresidue checksums. The length of the single-precision and residue checksum
is the same as the width of the words and the others have the length of double the
width of the words. The all listed checksums are calculated by summation of all
words and they differ in the way the words are organized and carry bits handled
in the summation process [27].

Cyclic codesare a set of codes that are able to detect single errors and adjacent
multiple errors, which makes them extremely suitable for serial transfers to handle
burst errors. The number of adjacent errors that can be detected isn−k−1, where
k is the number of data bits and the coded word containsn bits. A generator
polynomial of degreen−k is used. Nonseparable but efficient circuit realizations
can be made usinglinear feedback shift registers (LFSR), and the codes can also
be made separable by small changes in the generation process. [27]

Commonly used codes are thecyclic redundancy check codes (CRC). For in-
stance, CRC-8 (8 for the degree of the generator polynomial)is used in a self-
calibrating design to detect the errors on the transmissionchannel. The self-
calibration in this design means that the voltage-swing fortransmission channel
is scaled dynamically in order to obtain minimum energy consumption. [57]

Arithmetic codesare used to detect errors in arithmetic operations. One exam-
ple of such a code is theAN codewhich can be used for addition and substraction.
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Every operand is multiplied byA before operation and the result should be evenly
dividable byA, otherwise an error has occured. A commonly usedAN code is
3N code. Other arithmetic codes includeresidueand inverse-residue codes. In
these codes, the operands are divided by integerm (e.g. 3 for mod-3 residue),
and the remainder is appended to the data, thus the code is separable. Operation
for the residue is proceeded modulem and it is checked against the remainder of
the operation result when divided bym. The procedure is eligible for addition,
multiplication and ALUs [33]. Also residue number systems can be used for er-
ror detection. They were described in Section 3 along with their error correcting
capabilities. [27]

4.1.1 Checkers

Checkers are circuits that are used to determine if an error has occured or not.
A checker commonly compares two values and signals an error if they differ or
equal (depending on the used method). The accurate design ofcheckers is very
important because an error in the checker circuit may invalidate the fault tolerance
of the whole system.

In the design of checker circuits the concepts offault-secureandself-testing
design are commonly used. The circuit is fault-secure if every valid input produce
either correct output or a non-code output, which can be easily observed. The
self-testing on the other hand means a circuit where for every fault (in some set of
faults) there is an input combination, which produces an non-code output so that
the fault can be observed. The circuit that is both fault-secure and self-testing is
calledtotally self-checking (TSC). [33]

The fault-security in a circuit can be achieved by designingthe circuit in a way
that there is separate logic for separate outputs. This ensures that a single error
affects only one output signal. The self-testability is achieved by non-redundant
design.

A common checker is a two-rail checker, which has four inputsand two out-
puts. The inputs consist of two input pairs, and a pair consist of two comple-
mentary signals. The circuit checks that the signals of an input pair are indeed
complementary. The output signals are complementary when there are no errors
and in the case of an error in the input or in the checker circuit the output signals
are the same. A checker for a larger amount of input pairs can be created by form-
ing a tree connection from the two-pair checkers. A totally self-checking two-rail
checkers have been presented, and a combination of these checkers forming a
larger checker is also TSC. [33]

4.2 Fault Location

After the detection of a fault situation the fault source hasto be located. One
way to accomplish this is to start a specific self-diagnosticprocedure after fault
detection [27]. The self-diagnostics may consume too much time to be used in
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some time-critical applications but for the most applications the extra time can
be afforded because it is needed only in the case of a fault occurence which is
reasonably seldom.

Another way to locate the fault is to use two different detection methods. For
example, if both duplication with comparison and parity check are used, the faulty
module can be easily located. [4]

4.3 Fault Recovery

There are two common ways to achieve the fault recovery. The transmission or
calculation repetition, the so calledautomatic repeat request (ARQ)uses extra
time while the use ofspare modulesandreconfigurationcauses area overhead.

The ARQ is suitable for recovering from transient and in somecases also in-
termittent errors. Against permanent errors it cannot be used, because the system
will not work regardless of how many times the operation is repeated. The good-
ness of ARQ has been evaluated against forward error correction (FEC), which
means error correcting codes. ARQ is found to be more energy efficient (0.25µm
technology), because of the energy consumption of codec components. Thus,
the gap between ECC approaches is expexted to decrease as technology is scaled
down because of the larger power consumption of the communication channel and
decreasing power need for logic blocks. [7]

The use of spare modules and reconfiguration is especially suitable for the
recovery from permanent and intermittent errors. On the other hand, it is not very
efficient to abandon a whole module and replace it with a spareone if the error
is only temporary. Therefore a combination of ARQ and reconfiguration might
give the best result. The operation is first repeated and if the error stays, then
reconfiguration process is begun. [33]

The spare modules can be divided intohot and cold spares, which indicates
whether the spare modules are immediately ready to use (hot)or do they need to be
initialized before usage (cold). The cold spares are also called standby sparesand
a hot spare systemreconfigurable duplication. The standby spare system leads to
higher reliability but the reconfigurable dublication has higher safety. [27, 33]

The use of spares has been also combined with N-modular redundancy. In
these systems N modules are part of the voting procedure and in addition to them,
there are spare modules (see Fig. 8). After voting the outputis compared to every
module’s output and in the case of a disagreement, the moduleis replaced with a
spare. The combination leads to higher reliablity than the normal NMR system.
[27, 33]

A self-purging systemis a normal NMR module system, but in the case of a
module failure the system is self-reconfigured and the result is (N-1)MR system.
The isolation of modules is done in the similar way as in NMR with spares or
it can be based on evaluation of the distancies between different module outputs.
This is called theshift-out modular redundancy. In connection with self-purging
systems the use of weighted average voting with dynamicallyadjustable threshold
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Figure 8: N-modular redundancy withk spares.

is suggested. [11, 27, 45]

Still another combination of dynamic redundancy and staticNMR is thetriple-
duplex architecture. In this combination every module is dublicated and in the
case of a disagreement one of these two modules it is isolatedfrom the voting
unit. One system therefore consist of six modules and a voterunit (see Fig. 9).
[27]

compare

compare

compare

voter

Figure 9: Triple-duplex architecture.
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The addition of spare modules to system causes easily a largearea overhead,
because for every different kind of module a special spare has to be inserted. If
the modules are similar (but not identical) theheterogenous redundancycan be
used. Redundant blocks that can be programmed FPGA-like to execute many
different functions are inserted to circuit. One such module can be used to replace
different kinds of modules and therefore the overall amountof spare modules can
be decreased. The disadvantage is that these programmable modules are generally
slower than fixed-logic blocks and also the reconfiguration takes more time. [32]

4.4 Reconfigurable Arrays

The fabrication of custom circuits using future nano technologies is expected to
be very hard or even impossible but fabrication of regular array structures such as
two-dimensional crossbars have already been succesful. Therefore it is very likely
that many future nano circuits will be programmable arrays.[24]

A reconfigurable array can be made fault-tolerant by adding redundant rows
and/or columns to the circuit and provide it with mechansim for reconfiguration.
The reconfiguration can be performed off-line e.g. right after fabrication or at
compile-time or it can be done on-line during operation. Strategies for off-line
reconfiguration are e.g.rippling replacement, where an extra column is inserted
to design and if an errorneous node is detected it is replacedwith its following
neighbour node which is again replaced by its following neighbour and so on, and
stealing strategy, which consists of one extra column and one extra row and is
an extension to rippling strategy overcoming the limit of only one tolerable error
per row because the replacement can now be found from either next column or
row. Still another off-line reconfiguration strategy is therepair most replacement
strategy, in which many spare rows/columns are inserted and whole row/column
is replaced in case of a detected error. [27]

Real-time reconfiguration is based on programmable switches. Successive
row/column elimination (SRE/SCE)strategies simply pass one row or column with
the help of these switches and at the same time provide test input and output to the
eliminated row/column for further diagnostics. A combination of both row and
column elimination isalternate row and column elimination (ARCE), in which
rows and columns are eliminated in an alternating fashion. So if the previous fault
was handled by row elimination the next one will be handled bycolumn elimina-
tion. ARCE gives better tolerance to multiple errors than SRE or SCE. [27]

Also the use of time redundancy has been presented for array structures. The
approach is simply to use some elements many times in case some cells are er-
rorneous in a FFT array. For the needed routing spare links are introduced in the
circuit structure. [5]
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5 Conclusions

The probability for fault occurences is growing as moving towards nano regime.
In Section 2 possible fault sources were discussed and the faults were classified
two three categories. The most common error sources and their classification is
presented in Table 1. From the table it is easy to see that permanent and intermit-
tent errors originate mainly from manufacture process and from physical changes
during operation while internal and external noise are mainsources of transient
errors.

Table 1: The most common error sources for different error types.

Error type
Error source Permanent Intermittent Transient
Manufacture spot defects gate length deviations
process bridging faults doping profile

metal slivers fluctuations
resistive contacts
resistive vias
metal slivers
metal cracks

Physical changeselectromigration electromigration
during operation current tunneling soft breakdown

in gate oxides
resulting in
breakdown

Internal noise crosstalk crosstalk
skin effect skin effect
timing noise timing noise

External noise electrostatic radiation
discharge EMI

electrostatic
discharge
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Different fault tolerance methods fit better to one kind of errors than for others.
Static redundancy methods were discussed in Section 3 and dynamic redundancy
methods in Section 4. The most important ones of the presented methods are listed
in Table 2 under the error type they fit best.

Table 2: The most suitable methods to cope with different error types.

Error type
Method Permanent Intermittent Transient
Hardware TMR/NMR TMR/NMR TMR/NMR
redundancy weighted average, plurality, majority voting

median voting median voting

Time RESO repeated operation
redundancy RESWO alternating logic

RESO
RESWO

Information Reed-Solomon codeparity code
redundancy Hamming code

Dual-rail code
BCH code
Reed-Solomon code
RRNS

Hybrid TSTMR TSTMR TSTMR
approaches QTR QTR QTR

Dynamic standby spares standby spares ARQ
redundancy reconfigurable reconfigurable triple-dublex

dublication dublication architecture
NMR with spares NMR with spares
self-purging system self-purging system

From the table it can be seen that some kind of hardware redundancy is al-
ways needed to tolerate permanent errors. The dynamic spareapproaches are
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better than static ones but also static hardware redundancyis a possible solution.
The weighted average voting is preferred because it has the ability of minimizing
the effect of a module that is constantly operating erroneosuly and thus provides
tolerance also for further errors.

The transients on the other hand can be best tolerated by the means of static
information redundancy or by dynamic methods using ARQ. Also other static
approaches can be used but they commonly result in larger area or time overhead.

The intermittent errors are probably the most difficult onesto deal with. The
error may occur very seldom and be limited to a certain node inthe system and
thus the methods that are eligible for transients can be usedfor intermittents too.
The intermittent errors can also be very frequent and hard tobe limited, in which
case it is best to handle them as permanent errors.

Although many methods are listed under two or even three error types, they
cannot be regarded as the best or universal choices. Many of them either loose
their abilities for fault tolerance in case of multiple errors, which will be common
in nanoscale systems, or even if they could be expanded to tolerate multiple errors,
the area and/or time overhead would be unacceptably high.

As a conclusion it can be stated that no single method is good for all kinds
of errors. Hence the best fault tolerance can be gained by utilizing a variety of
different fault tolerance methods. The system could e.g. use ECC to tolerate
transient errors, and if some error permanently stays or repeats itself frequently
(intermittent), the module can be replaced by a spare module. Controlling when
to proceed with different operations will be the cruicial part of such systems.
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