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Abstract

Current computer-based patient records provide many capabilities to assist nurses’
work in intensive care units, but the possibilities to utilize existing free-text doc-
umentation are limited without appropriate tools. To ease this limitation, we
present an adaptation of the Regularized Least-Squares (RLS) algorithm for rank-
ing pieces of nursing notes with respect to their relevance to breathing, blood
circulation, and pain. We assessed the ranking results by using Kendall’s τ b as
a measure of association between the output of the RLS algorithm and the de-
sired ranking. The values of τ b were 0.62, 0.69, and 0.44 for breathing, blood
circulation, and pain, respectively. These values indicate that a machine learning
approach can successfully be used to rank nursing notes, and encourage further
research on the use of ranking techniques when developing intelligent tools for
the utilization of recorded nursing narratives.

Keywords: Computerized Patient Records, Natural Language Processing, Nurs-
ing Documentation, Ranking
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1 Introduction

Current computer-based patient records offer many possibilities to support nurses’
work in intensive care units (ICUs). They have eased the way in which data are
recorded, and they also provide new ways to utilize the recorded data. Numerical
data are recorded directly from, e.g., monitoring and respiration devices, and the
data are used to automatically generate different kinds of curves and diagrams.
Much data are recorded also as free-text notes, but without appropriate tools, the
utilization of these narratives is limited.

A possible solution to enhance using the information saved as narratives is to
develop tools that process them automatically and provide nurses with targeted
and relevant information, e.g., when they need to build an overview about is-
sues related to the patient’s blood circulation. To serve as a basis for these kinds
of tools, we need the classification of the narratives according to their content.
Furthermore, if the classification results are ranked so that each text piece is as-
signed a relevance score reflecting the strength of the relation to the given class,
the weaker statements could be used, e.g., to focus the nurse’s attention to some
particular issue in order to examine it more carefully, and the stronger statements
could be used, e.g., to summarize the most essential information in the record.

In health care, classification has recently been applied, e.g., to categorize texts
such as chief complaint notes, diagnostic statements, and injury narratives into
different kinds of syndromic, illness and cause-of-injury categories [1, 2, 3, 4, 5].
In most of these studies, the main goal was to serve the needs of different kinds
of surveillance tasks. Our approach differs from these in two ways. Firstly, the
aim is to develop tools that assist nurses in the direct caring process, and secondly,
instead of building a binary classifier, we apply relevance ranking with respect to
the given class, i.e., the more strongly the statement relates to the given class, the
higher rank it gets.

In this paper, we present an adaptation of the Regularized Least-Squares (RLS)
algorithm to ranking pieces of nursing notes according to their relevance to breath-
ing, blood circulation, and pain. We chose to use the RLS algorithm, also known
as the Least-Squares Support Vector Machine [6], because the Support Vector
Machine approach has recently shown encouraging results, e.g., in improving the
retrieval performance of WWW search engines [7], and parse ranking on a set of
biomedical sentences [8].

The rest of this paper is organized as follows: Section 2 describes our data,
and methods we used. Results are presented and discussed in Section 3. Finally,
conclusions and future research are covered in Section 4.
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2 Materials and Methods

In Section 2.1, we introduce the data and the manually performed classifications
upon which the ranking system was based. Section 2.2 describes the algorithm
for the automated ranking.

2.1 Materials

As data we used anonymized Finnish nursing narratives gathered with proper per-
missions from 16 ICUs in the spring of 2001. In total, we had 43 copies of patient
records with nursing notes for one day and night. The documents contained both
very long sentences describing different issues, and very short ones with the focus
only on one issue. In order to standardize their style, we divided the long sentences
into smaller pieces consisting of one matter or thought. This was done manually
by one of the authors with nursing experience, and resulted in 1363 pieces, with
the average length of 3.7 words.

In ranking the text pieces, we considered classes Breathing, Blood Circula-
tion, and Pain. Breathing and Blood circulation were chosen because the em-
phasis in intensive care nursing is on monitoring, assessment and maintenance of
vital functions [9]. Pain was selected for two reasons. Firstly, we think that pain
assessment in critically ill patients could be supported by automatically extract-
ing pieces of related text since, on the one hand, nurses must often perform this
task relying only on implicit behavioral and physiological indicators due to the
patient’s inability to communicate [10], and, on the other hand, many potential
pain indicators are documented in ICU nursing notes [11]. Secondly, due to the
nature of pain assessment generally, and especially in critically ill patients, we
assume that pain is documented differently from breathing and blood circulation.

In order to achieve the ranking that can be used in the training of the RLS
algorithm and in the evaluation of the results, the text pieces were labelled inde-
pendently by three nurses according to classes Breathing, Blood Circulation, and
Pain. The classes were considered separately, and the nurses were advised to label
a phrase if they considered it to include relevant information about the given class.
The agreement between the nurses was measured by using Cohen’s κ [12], which
is a chance-corrected agreement measure, and appropriate especially in situations
like ours when there are no criteria for the correctness of judgments. The values
of κ showed some disagreements between the nurses, in particular in the classes
Breathing and Pain (Table 1) [13].

We considered the disagreements between the nurses to reflect various inter-
pretation possibilities as well as different experiences, knowledge and expertise
areas. Thus, we regarded them as a valuable resource, upon which the ranking
system was based. For each phrase, we counted the number of nurses who had
labelled it belonging to the given class, and as a result of this, we got ranked data,
where each phrase had a rank from zero to three corresponding to the number of
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Table 1: The values of Cohen’s κ and respective 95 % confidence intervals (CI)
for comparisons between nurses N1, N2, and N3 [13].

Breathing Blood Circulation Pain
κ 95 % CI κ 95 % CI κ 95 % CI

N1 – N2 0.73 (0.68 – 0.78) 0.89 (0.85 – 0.92) 0.88 (0.82 – 0.94)
N1 – N3 0.67 (0.62 – 0.72) 0.81 (0.77 – 0.86) 0.79 (0.73 – 0.86)
N2 – N3 0.85 (0.82 – 0.89) 0.87 (0.83 – 0.90) 0.76 (0.69 – 0.83)

nurses who had assigned the phrase into the class. This ranking was considered
to reflect the relevance level of the expressions according to the given class. The
ranked data were divided into training set and test set so that 708 pieces of text be-
longed to the training set, and the remaining 655 pieces to the test set. No patient
record was divided between the two sets.

2.2 Methods

The automated classification was performed by using a Regularized Least-Squares
(RLS) algorithm. Let {(x1, y1), . . . , (xm, ym)}, where X is a space of bag-of-
words vectors, xi ∈ X , and yi ∈ {0, 1, 2, 3}, be the set of training examples. The
target output value yi is the rank of the corresponding example, set according to
the labellings of the three nurses. We consider the RLS algorithm as a special case
of the following regularization problem known as the Tikhonov regularization (for
a more comprehensive introduction, see, e.g., [6], or [14]):

min
f

m
∑

i=1

l (f(xi), yi) + λ‖f‖2

k, (1)

where l is the loss function used by the learning machine, f : X → R is a function,
λ ∈ R+ is a regularization parameter, and ‖ · ‖k is a norm in a reproducing kernel
Hilbert space defined by a positive definite kernel function k. The second term in
(1) is called a regularizer. The loss function used with RLS is called least-squares
loss and is defined as

l (f(xi), yi) = (f(xi) − yi)
2
.

By the Representer Theorem, the minimizer of equation (1) has the form

f(x) =
m

∑

i=1

αik(x, xi),

where αi ∈ R and k is the kernel function associated with the reproducing kernel
Hilbert space mentioned above. The kernel function which we use is the cosine
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of the word feature vectors, i.e.,

k(x, xi) =
〈x, xi〉

√

〈x, x〉 〈xi, xi〉
.

The RLS algorithm was trained for each of the classes separately. To unify
the data, we separated punctuation marks as well as special characters from words
with spaces, converted all letters into lower case letters, and used the Snowball
stemming algorithm [15] for Finnish text. In order to optimize the ranking of
the training examples, we divided the output values into four separate intervals
corresponding to the four labelling levels. The threshold values that determined
the output intervals and the regularization parameter were selected by using a
leave-one-out cross-validation on the training set with a rank correlation coeffi-
cient Kendall’s τ b [16] as the optimization criterion. We chose to use this measure
of the association because, according to [16], it is appropriate in situations like
ours when there is a considerable amount of tied items in the data.

3 Results and Discussion

We measured the association between the rankings produced by nurses and the
RLS algorithm by using Kendall’s τ b. According to these values (Table 2), the
strongest associations between the desired ranking and the one produced by the
RLS algorithm were reached in classes Blood Circulation (τ b=0.69) and Breathing
(τ b=0.62). In the class Pain, the value of τ b was 0.44.

Next, a possibility to utilize the ranking is illustrated in Figure 1 by consid-
ering the case in which there is a need to quickly build an overview about issues
related to blood circulation in our test set. In this case, by choosing the sensitiv-
ity level from the output of the RLS algorithm, e.g., the fifty or hundred highest
ranked phrases of nursing notes could be returned. In our first experiment, when
fifty phrases were returned, a great majority of them (45 phrases) belonged to
Rank 3 in the desired ranking. Two phrases (Situation stable. and Lift in infu-
sion.) were considered as irrelevant in the desired ranking, and the number of
returned phrases with ranks one and two in the desired ranking were one and two,
respectively. In our second experiment with hundred phrases, 55 out of 65 phrases
with the rank three in the desired ranking were returned. Here, however, the num-
ber of phrases that were considered as irrelevant in the desired ranking increased
to 39, and the number of returned phrases with ranks one and two in the desired
ranking were one and five, respectively. In summary, this example demonstrates
how ranking tools coud enhance the utilization of existing narratives.

Let us now consider the manual ranking upon which the RLS algorithm was
based. In this ranking, classes Breathing, Blood Circulation, and Pain had simi-
lar general characteristics of the ranks. For example, in the class Breathing, the
phrases with the rank three were related to issues such as oxygenation and the use
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Table 2: The values of Kendall’s τ b and respective 95 % confidence intervals (CI),
calculated with SPSS 11.0 for Windows, for rankings in classes Breathing, Blood
Circulation, and Pain.

τ b 95% CI

Breathing 0.62 (0.56 – 0.68)
Blood Circulation 0.69 (0.61 – 0.76)
Pain 0.44 (0.30 – 0.59)

of different kinds of respiration devices, whereas the phrases with lower ranks de-
scribed slime in patients’ lungs, coughing, and issues related to pleural tubes. In
the class Blood Circulation, the phrases with the highest rank were mostly about
the progression of various measurement values, such as pulse or blood pressure.
The phrases with the blood circulation ranks two or one described issues such as
patients’ body temperature and bluish skin shade. In the class Pain, the phrases
with the rank three commonly contained keywords such as pain or ache, whereas
the phrases with rank one or zero included neither the word pain nor its deriva-
tives or synonyms. The phrases with the pain rank one or two covered implicit
pain indicators such as the quality of sleep and reactions to nursing interventions.
These examples illustrate that the phrases which all the nurses considered to con-
tain relevant information about the particular class were the most evident notes
about the class. The connection to the topic got more implicit when the relevance
rank decreased. Hence, it seems that the manual ranking logically demonstrates
the connection of the phrases and the given class. However, more work is required
in order to obtain a ranking that reliably reflects the real relevance of the phrases
with respect to the desired classes.

In all three classes, the differences between the manual and automated rank-
ings seemed to be mostly due to the sparse data. Thus, the performance of the
RLS algorithm might be enhanced by reducing the sparseness of the data through
the use of pre-processing algorithms that find the base form of the word instead
of its stem. For example, this kind of an algorithm may enhance the performance
of the RLS algorithm by recognizing the key word kipu (pain) from its derivatives
kivulias and kipuja, and from rare compounds, such as kipulääke (painkiller) and
kipukynnys (pain threshold). Evidence of the importance of the pre-processing
algorithm in the unification of the data was also provided by our preliminary ex-
periments in which we found that the performance of the RLS algorithm was
better with the stemmed data than with the original raw data.
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Figure 1: Histograms illustrating the association between the desired ranking and
the output of the RLS algorithm for each of the four human ranks separately in the
class Blood Circulation. The horizontal axis corresponds the output of the RLS
algorithm in real values, and the vertical axis represents the number of phrases
in the corresponding range. Vertical lines at 1.05 (solid) and at 0.24 (dashed)
separate the output of the RLS algorithm so that 50 or 100, respectively, of the
highest ranked phrases are on the right-hand side of the line.

The performance of the RLS algorithm could also be enhanced by using larger
training set because the larger training set is more likely to contain more instances
of infrequently occurring words such as names of medicines or devices and non-
standard abbreviations. For example, the insufficient number of training instances
related to pain can explain the weaker results in the class Pain since all the phrases
including the word headache were ranked mistakenly to the pain rank zero instead
of the correct rank three because the training set did not contain this word. More-
over, altogether only 62 out of 708 training instances belonged to higher pain ranks
than Rank 0. The corresponding numbers were 136 and 144 in classes Breathing
and Blood Circulation, in which the RLS algorithm learnt nurses’ ranking better.

In addition to pre-processing of the data, more work is needed in order to di-
vide long sentences into smaller pieces automatically. However, although the di-
vision we used was based on the point of view of one nursing science researcher,
it can be considered quite objective because only few lines belonged to two dif-
ferent classes and none of text lines belonged to three classes in any of the manual
classifications.

6



4 Conclusions and Future Research

The association between the output of the RLS algorithm and the desired ranking
was somewhat weaker in the class Pain than in classes Breathing and Blood Cir-
culation. We consider the differences in the strength of the associations to be due
to the different nature of the documentation related to the classes, and anticipate
this to affect the details of the ranking application.

Our results encourage further research on the use of ranking techniques when
developing intelligent tools for the utilization of recorded nursing narratives. In
the future, tools of this kind may enable, e.g., automated highlighting of nurs-
ing narratives according to their relevance to the particular topic. In this way, the
utilization of recorded narratives can be supported without losing the original con-
text of text pieces. Moreover, the ranking result reflecting the relevance of the text
pieces with respect to the desired classes is more informative than the classifica-
tion output which only separates relevant text pieces from irrelevant parts of the
documentation.
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