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Abstract

Network on Chip (NoC) is a new paradigm to make the intercotioes inside
a System on Chip (SoC) system. In traditional solutionsramenections are
realized using a bus structure. While integration incredie bus structure does
not meet the needs of the new technology. Bus starts to bewnarrd in the worst
case it begins to block traffic. In NoC technology the busdtne is replaced
with a network which is a lot similar to the Internet. Segnssttmmunicate with
each other by sending packetized data over this network.

Just like a computer network, a NoC network consists of agsvibat use the
network, routers that direct the traffic between devices airds that connect
devices to routers and routers to other routers. In the n&tdesign of the NoC
the most essential things are a network topology and a atgorithm. Routers
route the packets based on the algorithm that they use. Hnemnany kind of
different algorithms for different systems to choose. Ev&rstem has its own
requirements for the routing algorithm.

This report looks through the basics of networking on Neknam Chip sys-
tems and presents proposed routing algorithms to be use@@s.Nn the end of
the report the proposed router architectures are alsonieske
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1 Introduction

Network on ChigNoC) is a new paradigm fogystem on ChifSoQ design. In-
creasing integration produces a situation where bus steioivhich is commonly
used in SoC, becomes blocked and increased capacitance jogscal prob-
lems. In NoC architecture traditional bus structure is aept with a network
which is a lot similar to the Internet. Data communicatioesween segments
of chip are packetized and transferred through the netwdtie network con-
sists of wires and routers. Processors, memories and &®Haoctks (Intellectual
Property) are connected to routers. A routing algorithnygla significant role
on network’s operation. Routers make the routing decisi@sed on the routing
algorithm.
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Figure 1: Network on Chip.

Different devices with different purposes have differeaguirements for rout-
ing algorithms. Thus there have been designed severahgpatgorithms with
various features and purposes.

There are a couple of requirements that every Network on @ngementa-
tion has to meet. Performance requirements are small lgtgnaranteed through-
put, path diversity, sufficient transfer capacity and lowvpo consumption. Ar-
chitectural requirements are scalability, generality pragyrammability. Fault and
distraction tolerancy as well as valid operation are majoQuoiality of Service.

The network traffic in NoC network is divided to two types, Graeed Through-
put (GT) and Best Effort (BE) traffics. Guaranteed Throughpalso sometimes
called as Guaranteed Service (GS). An arbiter of GT traffergntees that some
portion — for example 99% — of sent data overtakes the recegiame time slot.
GT supplier assumes that the sender complies with netwqr&sation require-
ments. Guaranteed throughput works best with routing dlgarthat acts like
circuit switched network.



Best-effort packets are arbitrated as trustworthy as plessbtill there are no
guarantees that BE packets will ever reach the receiveencas can vary and in
the worst case packets can be lost. Traffic in a basic packeth®d network is
mostly BE-traffic. [12]

The aim of this report is to review the proposed routing atpars to be used
on the Network on Chip systems. The basics of networking o@s$\sind architec-
tures of proposed routers are also presented. The repagasiaed as follows:
The most common network topologies, routing problems anaaré flow con-
trol mechanisms are presented in Section 2. Oblivious aagtae routing algo-
rithms are discussed in Sections 3 and 4. Section 5 dealgauitlr architectures
and finally conclusions are presented in Section 6.



2 Routing on NoC

Routing on NoC is quite similar to routing on any network. Aitiag algorithm
determines how the data is routed from sender to receiver.

Routing algorithms are divided into two groups, obliviomsladaptive algo-
rithms. Oblivious algorithms are also divided into two stdagps: deterministic
and stochastic algorithms. Oblivious algorithms routekpéwithout any infor-
mation about traffic amounts and conditions of the netwoetedninistic algo-
rithms route packets always along a same route and stochasting is based on
randomness.

2.1 Network Topologies

A network can be regular or irregular and it is non-blockihg can manage all
the requests that are offered to it. In a packet switchedtb@skind of network is
also called as non-interfering network. Non-interferirgwork can deliver all the
packets in guaranteed time. [12] The basic regular netwapklogies are listed
below.

Mesh. A mesh-shaped network consistsm€olumns and rows. The routers
are situated in the intersections of two wires and the coatfmural resources are
near routers. Addresses of routers and resources can Ihe aefgied asx- y-
coordinates in mesh. Regular mesh network is also callddaashattan Street
network.

Figure 2. Mesh network.

Torus. A Torus network is an improved version of basic mesh netwArkim-
ple torus network is a mesh in which the heads of the colummg@nnected to
the tails of the columns and the left sides of the rows are ecteadl to the right
sides of the rows. Torus network has better path divers#g thesh network, and
it also has more minimal routes.
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Figure 3: Torus network.
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Tree. In a tree topology nodes are routers and leaves are conymadhtie-
sources. The routers above a leaf are called as leaf’'s ansestd correspondly
the leafs below the ancestor are its children. In a fat trpeltgy each node has
replicated ancestors which means that there are many atitexmoutes between
nodes.

Figure 4. Fat-tree network.

Butterfly. A butterfly network is uni- or bidirectional and butterflyegted net-
work typically uses a deterministic routing. For examplenapde unidirectional
butterfly network contains 8 input ports, 8 output ports amdwger levels which
each contains 4 routers. Packets arriving to the inputs etethside of the net-
work are routed to the correct output on the right side of teevork. [12] In a
bidirectional butterfly network, all the inputs and outpate on the same side
of the network. Packets coming to inputs are first routed ¢odter side of the
network, then turned around and routed back to the corrépubu

Polygon. The simplest polygon network is a circular network wherekpés
travel in loop from router to other. Network becomes moreetie when chords
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Figure 5: Butterfly network with 4 inputs, 4 outputs and 2 evustages each
containing 2 routers.

are added to the circle. When there are chords only betweeosadp routers, the
topology is called as spidergon.

Figure 6: Polygon (hexagon) network with all potential atsr

Star. A star network consists of a central router in the middle &f $tar, and
computational resources or subnetworks in the spikes oftifre The capasity
requirements of the central router are quite large, becallisiee traffic between
the spikes goes through the central router. That causesaakahte possibility of
congestion in the middle of the star.

2.2 Problems on Routing

Problems on oblivious routing typically arise when the ratwstarts to block
traffic. The only solution to these problems is to wait fofftcaamount to reduce
and try again. Deadlock, livelock and starvation are paaéptroblems on both
oblivious and adaptive routing.



Figure 7: Spidergon network, where opposite routers areecied together.

Figure 8. Star network.

2.2.1 Deadlock.

Routing is in deadlock when two packets are waiting eachrditdye routed
forward. Both of the packets reserve some resources andapetivaiting each
other to release the resources. Routers do not releasestheces before they get
the new resources and so the routing is locked.

2.2.2 Livelock.

Livelock occurs when a packet keeps spinning around itsragiin without ever
reaching it. This problem exists in non-minimal routing @ithms. Livelock
should be cut out to guarantee packet’s throughput.

There are a couple of resorts to avoid the livelock. Timewe (TTL) counter
counts how long a packet has travelled in the network. Whemtdhuinter reaches
some predetermined value, the packet will be removed frenmétwork. The an-
other resort is to give packets a priority which is based akeis age. The oldest
packet always finally get the highest priority and will be teiforward. [12]

8



2.2.3 Starvation.

Using different priorities can cause a situation where s@aekets with lower
priorities never reach their destinations. This occursmthe packets with higher
priorities reserve the resources all the time. Starvatemlze avoided by using
a fair routing algorithm or reserving some bandwidth onlyl&av-priority pack-
ets. [14]

2.3 Network Flow Control

Network flow control, also called as routing mode, determihew packets are
transmitted inside a network. The mode is not directly depento routing algo-
rithm. Many algorithms are designed to use some given magenbst of them

do not define which mode should be used.

Store-and-Forward Routing. Store-and-forward is the simplest routing mode.
Packets move in one piece, and entire packet has to be stoitesliouter's mem-
ory before it can be forwarded to the next router. So the buffemory has to be
as large as the largest packet in the network. The latendyweisdmbined time
of receiving a packet and sending it ahead. Sending cannstiiied before the
whole packet is received and stored in the router's memory.

Virtual Cut-Through Routing.  Virtual cut-through is a improved version of
store-and-forward mode. A router can begin to send pack#igamext router
as soon as the next router gives a permission. Packet iglstotee router un-
til the forwarding begins. Forwarding can be started betbheewhole packet is
received and stored to router. The mode needs as much buffeony as store-
and-forward mode, but latencies are lower.

Wormhole Routing. In wormhole routing packets are divided to small and equal
sized flits flow control digitor flow control uniy. A first flit of a packet is routed
similarly as packets in the virtual cut-through routing.teffirst flit the route is
reserved to route the remaining flits of the packet. Thisgaitalled wormhole.
Wormhole mode requires less memory than the two other moelesulse only
one flit has to be stored at once. Also the latency is smalléraansk of dead-
lock is larger. The risk can be reduced by multiplexing saWértual ports to one
physical port, so the possibility of traffic congestion atacking decreases. [31]



3 Oblivious Routing Algorithms

Oblivious routing algorithms have no information about ditions of the net-
work, like traffic amounts or congestions. A router makedirgudecisions on
the grounds of some algorithm or for example randomly. Thepkast oblivious
routing algorithm is aninimal turnrouting. It routes packets using as few turns
as possible.

3.1 Dimension Order Routing

Dimension order routing (DOR) is a typical minimal turn aligom. The algo-
rithm determines to what direction packets are routed duewery stage of the
routing. [12]

3.1.1 XY routing

XY routing is a dimension order routing which routes pacKket in x- or hor-
izontal direction to the correct column and then in y- or ,aitdirection to the
receiver. XY routing suits well on a network using mesh ousotopology. Ad-
dresses of the routers are their xy-coordinates. XY routiengr runs into dead-
lock or livelock. [15]

Figure 9: XY routing from router A to router B.

There are some problems in the traditional XY routing. Tladfit does not
extend regularly over the whole network because the alyordauses the biggest
load in the middle of the network. There is a need for alganglwhich equalize
the traffic load over the whole network.

Pseudo Adaptive XY Routing. Pseudo adaptive XY routing works in determin-
istic or adaptive mode depending on the state of the netwalgorithm works
in deterministic mode when the network is not or only sliglttbngested. When
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network becomes blocked, the algotihm switches to the agapiode and starts
to search routes that are not congested.

Pseudo adaptive XY routing works on mesh network which stssif routers,
wires and IP-blocks. Every router has five bidirectionaltgonorth, south, east,
west and local. Local port connects router to its local condenthe other ports
are connected to neighboring routers. Each port has a semafidrary storage
buffer and a 2-bit status identifier called quantized loadealdentifier tells to
other routers if the router is congested and cannot acceppaekets.

A router assigns priorities to incoming packets when theeenaore than one
coming simultaneously. Packets from north have the highastity, then south,
east and at last packets incoming from west have the lowiesttpr

While a traditional XY routing causes network loads moreha tiddle of
the network than to lateral areas, the pseudo adaptiveitigodivides the traffic
more equally over the whole network. [15]

Surrounding XY Routing. Surrounding XY routing $-XY) has three different
routing modes.N-XY (Normal XY) mode works just like the basic XY routing.
It routes packets first along x-axis and then along y-axisutiRg stays on N-
XY mode as long as network is not blocked and routing does resttnmactive
routers. SH-XY (Surround horizontal XY) mode is used whea thuter’s left
or right neighbor is deactivated. Correspondly the thirddm&V-XY (Surround
vertical XY) is used when the upper or lower neigbor of theteois inactive.

The SH-XY mode routes packets to the correct column on thargt® of
coordinates of the destination. The algorithm bypassdsgtgaround the inactive
routers along the shortest possible path. The situatiofitiegbit different in the
SV-XY mode because the packets are already in the right coluPackets can
be routed to left or right. Operation in SH-XY and SV-XY modssshown in
Figure 10. The routers in the SH-XY and SV-XY modes add a sideiitifier to
the packets that tells to other routers that these packetsated using SH-XY
or SV-XY mode. Thus the other routers do not send the paclestisnwnards.

Surrounding XY routing is used in a DyNoC. It is a method thaports
communication between modules which are dynamically placea device. [9]

3.2 Turn Models

Turn model algorithms determine a turn or turns which are allowed while
routing packets through a network. Turn models are livelivek.

West-first Routing. A west-first routing algorithm prevents all turns to west.
So the packets going to west must be first transmitted as faesb as necessary.
Routing packets to west is not possible later.

11
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Figure 10: Surrounding XY routing in SH-XY and SV-XY modeshére are 2
optional directions in SV-XY state.

North-last Routing.  Turns away from north are not possible in a north-last rout-

ing algorithm. Thus the packets which need to be routed tthpowust be trans-
ferred there at last.

Negative-first Routing. Negative-first routing algorithm allows all other turns
except turns from positive direction to negative directiBacket routings to neg-
ative directions must be done before anything else. [20]

- R ~
t Lt L Land

Figure 11: Allowed turns invest-first north-lastandnegative firstrouting algo-
rithms.

3.3 Deterministic Routing Algorithms

Deterministic routing algorithms route packets every tifmem a certain point

A to a certain point B along a fixed path. Deterministic alons are used in
both regular and irregular networks. In congestion freavogts deterministic

algorithms are reliable and have low latency. They suit welfeal time systems
because packets always reach the destination in correst andl so a reordering
is not necessary. In the simplest case each router has agaahle that includes
routes to all other routers in the network. When networkcditnee changes, every
router has to be updated.
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3.3.1 Shortest Path Routing

A shortest path routing is the simplest deterministic nogitalgorithm. Packets
are always routed along the shortest possible path. A distaector routing and
a link state routing are shortest path routing algorithms.

Distance Vector Routing. Each router has a routing table that contains infor-
mation about neighbor routers and all recipients. Routerkange routing table
information with each other and this way keep their own teloleto date. Routers
route packets by counting the shortes path on the groundsewofrouting tables
and then send packets forward. Distance vector routing ismpls method be-
cause each router does not have to know the structure of tbkewhtwork.

Link State Routing. Link state routing is a modification of distance vector rout-
ing. The basic idea is the same as in distance vector roupungin link state
routing each router shares its routing table with everymotbeter in the network.
Link state routing in Network on Chip systems is a little hitstomized version
of the traditional one. The routing tables covering the whwttwork are stored
in router’'s memory already during the production stage.tB@uwse their routing
table updating mechanisms only if there are remarkablegg®im the network’s
structure or if some faults appear. [3]

3.3.2 Source Routing

In a source routing a sender makes all decisions about axgopéith of a packet.
The whole route is stored in a header of packet before senditrouters along
the path do the routing just like the sender has determindevid router architec-
tures using source routing are presented later in this tepogection 5.1.1.

A vector routingworks basically like the source routing. In the vector rogti
the routing path is represented as a chain of unit vectorsh Hait vector cor-
responds to one hop between two routers. Routing paths dbawvetto be the
shortest possible.

Arbitration look ahead schem{@LOAS is a faster version of source routing.
The information of routing path has been supplied to rowaksg the path before
the packets are even sent. Route information moves alongaasighannel that
is reserved only for this purpose. [13, 23, 35]

A contention-free routings a algorithm based on routing tables and time di-
vision multiplexing (TDM). Each router has a routing tabihat involves correct
output ports and time slots to every potential sender-vec@airs. Contention-
free routing algorithm is used in PhiligEthereal NoGystem and it is also called
as aclockwork routing An architecture of the Athereal router using contention-
free algorithm is represented on section 5.1.3. [18, 28, 29]

13



3.3.3 Destination-tag Routing

A destination-tag routing is a bit like an inversed versidrihe source routing.
The sender stores the address of the receiver, also knowdestiaation-tag, to
the header of the packet in the beginning of the routing. ¥veuter makes a
routing decisions independently on the grounds of the addrkthe receiver. The
destination-tag routing is also know afi@ating vector routing[12, 35]

3.3.4 Topology Adaptive Routing

Deterministic routing algorithms can be improved by addoge adaptive fea-
tures to them. A topology adaptive routing algorithm is Istig adaptive. The
algorithm works like a basic deterministic algorithm buthés one feature which
makes it suitable to dynamic networks. Systems admingstcain update the rout-
ing tables of the routers if necessary. A correspondingrdlgu is also know as
anonline oblivious routing The cost and latency of the topology adaptive routing
algorithm are near to costs and latencies of basic detestimralgorithms. A fa-
cility of topology adaptiveness is its suitability to irdgr and dynamic networks.

3.4 Stochastic Routing Algorithms

Routing with stochastic routing algorithms is based on cidience and an as-
sumption that every packet sooner or later reaches itsndgistn. Stochastic al-
gorithms are typically simple and fault-tolerant. Thropghof data is especially
good but as a drawback, stochastic algorithms are quite ahalithey use plenty
of network resources.
Stochastic routing algorithms determine packet’s to live(TTL). Itis atime

how long a packet is allowed to move around in the networketfie determined
time has been reached, the packet will be removed from theoniet

3.4.1 Flooding Algorithms

The most common stochastic algorithm type is the floodingrétlygns. Here are
three different appliances of flooding.

Probabilistic Flood. The simplest stochastic routing algorithm is the probabili
tic flooding algorithm. Routers send a copy of an incomingkgato all possible
directions without any information about the location ofket’s destination. The
packet's copies diffuse over the whole network like a floodaHy at least one of
the copies will arrive to its receiver and the redundantespyill be removed.

Directed Flood. A directed flood routing algorithm is a improved version of
probabilistic flood. It directs packets approximately te thirection where their

14



destination exists. The directed flood is more fault-taiethan the probabilistic
flood and uses less network resources.

Random Walk. A random walk algorithm sends a predetermined amount of
packet’s copies to the network. Every router along the ngupiath sends incom-
ing packets forward throug some of its output ports. The ptclre directed in
the same way as in the directed flood algorithm. The randork 8ahs fault-
tolerant as the directed flood but consumes less energy ahivizith.

Costs of each 3 algorithms are equivalent.

Valiant’'s Random Algorithm.  Valiant’s random algorithm is a partly stochastic
routing algorithm. One main problem in the oblivious rogt@gorithms is that
they affect an irregular load on the network. The load is egjlig high in the
middle areas of the network. Valiant's random algorithmadiqes traffic load on
networks that have a good path diversity. First the algorithndomly picks one
intermediate node and routes packets to it. Then the paakesmply routed to
their destination. Routing from beginning to the interna¢einode and then to the
destination are done using some of oblivious algorithms.

Valiant’s algorithm effectively equalizes network’s loader the whole net-
work regardless of network’s topology. [12]
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3.5 Summary

The outlines and features of the oblivious routing algonsipresented above are

listed in Table 1.

Table 1: Oblivious routing algorithms.

ALGORITHM | OUTLINES | FEATURES | REFERENCES

Dimension order routing inone simple [12]
dimension at a time

XY routing firstin X and | simple, loads network | [15]

Pseudo adaptive XY
Surrounding XY

Turn model
Valiant's random
Source

Destination-tag
ALOAS

Topology adaptive
Probabilistic flood

Directed flood

then in Y dimension

( partly adaptive XY
routing

partly adaptive XY
routing

some turns forbidden
partly stochastic

deterministic, sender
determines the route

deterministic, routers
determine the route

tion of source routing

reprogrammable
routing tables

stochastic

stochastic

Random walk

stochastic

deterministic, applicat

deadlock- and livelock-

free

livelock-free, congestion [15]

avoidance
congestion avoidance

livelock-free

balances network’s load

simple routing
simple sending
fast routing
suitable to dynamic

networks

cheap, consumes
a lot of resources

[9]

[20]
[12]
[13, 35]

[12, 18, 28]
[29, 35]
[23]

[6, 7]

[30]

fault-tolerant, consumes [30]

a lot of resources
fault-tolerant

[30]
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4  Adaptive Routing Algorithms

4.1 Minimal Adaptive Routing

Minimal adaptive routing algorithm always routes packébsg the shortest path.
The algorithm is effective when more than one minimal, ortasrtsas possible,
routes between sender and receiver exist. The algorithewrosée which is least
congested. [12]

4.2 Fully Adaptive Routing

Fully adaptive routing algorithm uses always a route whgchat congested. The
algorithm does not care although the route is not the shqrédls between sender
and receiver. Typically an adaptive routing algorithm setsrnative congestion
free routes to order of superiority. The shortest routeedadst one. [12]

4.2.1 Congestion Look Ahead

A congestion look ahead algorithm gets information abootckd from other
routers. On the grounds of this information the routing athon can direct pack-
ets to bypass the congestions. [24]

4.3 Turnaround Routing

Turnaround routing is a routing algorithm for butterfly arat-free networks.
Senders and receivers of packets are all on the same side nétivork. Pack-
ets are first routed from sender to some random intermedcate an the other
side of the network. In this node the packets are turned arand then routed to
the destination on the same side of the network, where théewbating started.
The routing from the intermediate node to the definite resreis done with the
destination-tag routing (see 3.3.3 on page 14).

Routers in turnaround routing are bidirectional which needrat packets can
flow through router in both forward and backward directioifie algorithm is
deadlock-free because packets only turn around once framaifd channel to a
backward channel.

SPIN(Scalable Programmable Interconnect Netwaska fat-tree shaped net-
work which uses turnaround routing algorithm. In faultei@ntXGFT system
(eXtended Generalized Fat Tydbe turnaround routing is called agnback rout-
ing. The network topology in XGFT systems is also fat-tree. XGHRuirnback
routing slightly differs from the basic turnaround algbnt. While traditional
turnaround routing chooses the intermediate node randdinelXGFT’s turnback
algorithm can choose it by itself. This is useful when thenwoek is congested.
[1, 21, 26]
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Figure 12: Turnaround routing from point A to point B in a leufty network.

Turn-Back-When-Possible. Turn-back-when-possibl@BWB is an algorithm
for routing on tree networks. It is a little bit improved viens of the turnaround
routing. When turn-back channels are busy, the algorithwkddor free routing
path on a higher switch level. A turn-back channel is a chebe®veen a for-
ward and a backward channel. It is used to change the routragtidn in the
network. [20]

4.4 Other Adaptive Routing Algorithms

IVAL. IVAL (Improved VALiant's randomized routipg an improved version
of the oblivious Valiant’s algorithm (see 3.4.1 on page 18)is a bit similar
to turn around routing. On the algorithms first stage packetsrouted to an
randomly chosen point between the sender and the receivesihg an oblivious
dimension order routing. The second stage of the algoritlonksvalmost equally,
but this time the dimensions of the network are gone throagfeversed order.
Deadlocks are avoided in IVAL routing by dividing router’sannels to virtual
channels. Full deadlock avoidance requires a total of fotwal channels per one
physical channel.

2TURN. 2TURN algorithm itself does not have an algorithmic degasip Only
algorithms possible routing paths are determined in a diésen. Routing from
sender to receiver with 2TURN algorithm always consists tufr@s that will not
be U-turns or changes of direction within dimensions. Jsigt éhe IVAL routing,
a 2TURN router can avoid deadlock if all router’s physicahichels are divided
to four virtual channels.

Locality is a routing algorithm metric which is expressedtlas distance a
packet travels on average. This metric largely determihesshd-to-end delay
of packets at low load. IVAL and 2TURN algorithms improve owxéaliant’s
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algorithm approximately 20% and 25%. 2TURN's locality ity near opti-
mal. [20, 33]

Q-Routing. The functionality of a Q-routing algorithm is based on thenwek
traffic statistics. The algorithm collects information ab¢atencies and conges-
tions, and maintains statistics about network traffic. ThR@@ing algorithm does
the routing decisions based on these statistics. [25]

Odd-Even Routing. An odd-even routing is a adaptive algorithm used in dy-
namically adaptive and deterministic (DyAD) Network on glystem (see sec-
tion 5.2.1). The odd-even routing is a deadlock free turn @hadhich prohibits
turns from east to north and from east to south at tiles |lacateeven columns
and turns from north to west and south to west at tiles locatemtid columns.
The DyAD system uses the minimal odd-even routing which cedwenergy con-
sumption and also removes the possibility of livelock. [19]

Slack-Time Aware. Most of the adaptive routing algorithms do not fit in sys-
tems that require definite real-time operation. In adaptwing the latencies can
vary a lot. Packets can also flow along different paths, thag tan arrive to the
receiver in wrong order. The delayed packets produce ugéon for example to
audio or video stream. [4]

Hot-Potato Routing. A hot-potato routing algorithm routes packets without
temporarily storing them in routers’ buffer memory. Paskate moving all the
time without stopping before they reach their destinatidvhen one packet ar-
rives to a router, the router forwards it right away towardsket's receiver but
if there are two packets going to same direction simultaskpthe router directs
one of the packets to some other direction. This other paaetlow away from
its destination. This occasion is called misrouting. Inwwest case, packets can
be misrouted far away from their destination and misroutstkpts can interfere
with other packets. The risk of misrouting can be decreasedditing a little
random time before sending each packet. Manufacturing aighe hot-potato
routing are quite low because the routers do not need angramémory to store
packets during routing. [17]
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4.5 Summary

The outlines and features of the adaptive routing algostpnesenred above are

listed in Table 2.

Table 2. Adaptive routing algorithms.

ALGORITHM | OUTLINES | FEATURES | REFERENCES

Minimal adaptive shortest path routing | simple [12]

Fully adaptive congestion avoidance, non-minimal [12]

Congestion look ahead | congestion avoidance| fast [24]

Turnaround / Turnback | routing in butterfly- uses shortest path[1, 21, 26]
and tree networks

Turn Back When Possiblerouting in tree uses efficiently | [20]
networks whole network

IVAL improved turnaround | uses efficiently | [20]
routing whole network

2TURN slightly determined | efficient [20]

Q statistics based routinguses the best path [25]

Odd-Even turn model deadlock free [19]

Slack-time aware routing for real-time | uses network re- | [4]
applications sources efficiently

Hot-potato routing without cheap, sometimes [17]

buffer memories

misrouting
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5 Router Architectures

Many research groups in different universities and inst&inave proposed router
architectures for Network on Chip systems. The outlines features of these
router architectures are discussed in this section. THatactures are divided
into two groups: oblivious routers and adaptive routers.

5.1 Ohblivious Routers
5.1.1 Virtual Channel Router

Virtual channel router (VCR) is a router which uses sourcging algorithm (see
Section 3.3.2) and wormhole network flow control (see Sec&@) with virtual
channels. It is suitable for on-chip networks with two-dime®nal topologies. A
traditional structure of wormhole routing with virtual aireels is represented in
Figure 13. This router architecture has 5 input and outpuispd-our of them
are connected to neighbour routers and one is for routesa lmore. Each input
port has 4 virtual channels which are demultiplexed andeboetf in FIFOs. After
FIFOs the virtual channels are multiplexed again to a singbnnel that goes to
a crossbar. Routing operations in the crossbar are cogdrbil an arbitration unit
(AU). Arbitration unit also takes care that there are no dotsfloetween virtual
channels and that the arbitration is fair.

INO — 1
_),_—EI—
{1 AU OouToO
—{1- — 3
IN 1= l OUT 1
H 1+ —
— 1
{1 L3
IN 2 |r=h 3 ouT 2
—>-E » CROSSBAR |——>
1| —»
>
IN 3 |
_)_—EI— OuT 3
— 1 —»
OuUT 4
IN 4 | —>
kg =t
{1

Figure 13: A virtual channel router with 5 ports and 4 virtah&nnels. [22]
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There is also another version of virtual channel router Wwiiiéfers from the
traditional one in that the virtual channels are not mudtqeld after FIFOs in in-
puts. This router architecture is depicted in Figure 14.049Rre connected di-
rectly to the crossbar where the multiplexers for requedtaanknowledge signals
are also integrated. In this architecture there are no ctsfit the inputs, and
the arbitration unit can be replaced with small round robbitars (RRA) at each
output port. The arbitration is deterministic and fair, émere are conflicts only at
the output ports. Therefore router achieves a 100% thrautgAhis router suits
also for trasmitting a stream shaped data.

CROSSBAR
&
REQ/ACK MUX

(000 || G000 || 5000 | 0860 || S0

|[rRrA| [RRA][RRA||RRA]|RRA
OUTDV ‘1v 2v 3v 4v

Figure 14: A virtual channel router with simplified arbiiaat. [22]

The cost of the latter architecture is roughly a half of thet@d the traditional
one. The difference is mostly an income of the smaller atdn unit in the
latter version. The latter one is also approximately 40%efathan the traditional
architecture. [22]

5.1.2 Xpipes

Xpipes (crosspipes or crossing pipelines) architectues wgormhole network
flow control and source routing which is in this case callegldtieet sign rout-
ing. Switch structure can be kept simple because routing ismetestic and all
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routing decisions are made in the beginning when a packetnd.sThe router
architecture is a lot similar with the traditional virtudlannel router architecture.
Number of inputs, outputs and virtual channels as well aswdte/ork topology
are design parameters to be decided by a designer. [10]

5.1.3 Atthereal

An Athereal router architecture combines guaranteed ghyut (GT) and best-
effort (BE) routing. It uses the wormhole network flow comand the contention-
free source routing algorithm. The architecture of the cioved GT-BE router is
depicted on Figure 15. The Athereal uses virtual channdlstzares the channels
for different connections by using a time division multialey.

In the beginning of the routing the whole routing path is stbon the header
of the packet's first flit. When the flits arrive to a router a deaparsing unit
extracts the first hop from the header of the first flit, movesflits to a GT or BE
FIFO and notifies the controller that there is a packet. Therotler schedules
flits for the next cycle. After scheduling the GT-flits, themaining destination
ports can serve the BE-flits. [16]

CONTROLLER
o e T
in0 HEADER ——————— GT |- out0
—>»| PARSING —— [ >
1
UNIT L3 BE —> .
| I
e e T
in 1 HEADER % GT + out 1
RN —
—»| PARSING | SWITCH >
UNIT T
—> BE —>
1 L~
|
—
in2 | HEADER ——— 3 GT — out2
—— )
—»| PARSING —>»
1
UNIT L3 BE —»>

Figure 15: Athereal router architecture. [16]
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5.1.4 Proteo

The Proteo network consists of several sub-networks whiele@nnected to each
other with bridges. The main sub-network in the middle of $gstem is a ring
but the topologies of the other sub-networks can be seldctety.

The layered structure of the Proteo router is depicted oarEi§j6. Each layer
has one input and one output port so a router with one layerasdirectional and
suits only on sub-networks with simple ring topology. In meomplex networks
more than one layers have to be connected together.

Proteo system has two different kinds of routers, initiatand targets. The
initiator routers can generate requests to the targetnoutbkile targets can only
respond to these requests. The only difference betweestoriand target routers
is a structure of the interface. The task of the interface isreate and extract
packets.

The routing on the Proteo system is destination-tag routivitere the des-
tination address of the packet is stored on the packet'sdneatfhen a packet
arrives to the input port the greeting block detects padatessination address and
compares it to the address of the local core. If the addresse=jual the greeting
block writes the packet to the input FIFO through the overftdwecker, other-
wise the packet is written to the bypass FIFO. Finally thérithistor block sends
packets forward from the output and bypass FIFOs. [2]

Interface

! !

Multiplexer
Output FIFO

A T l

De-Multiplexer

Input FIFO i
T Layer 1
Overflow Checker Layer 0 v
out 1 I s in1
SN Distributor <—
59 Greeting 3| Bypass FIFO |- >
in0 out 0

Figure 16: Two layered Proteo router. [2]
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5.1.5 MANGO

MANGO (Message-passing Asynchronous Network on Chip pliagi Guaran-
teed services through OCP interfaces) is a clockless N&taorChip system.
It uses wormhole network flow control with virtual channetglgrovides both
guaranteed throughput (GT) and best-effort (BE) routingcdise the network
is clockless the time division multiplexing cannot be usedharing the virtual
channels. Therefore some virtual channels are dedicatB# toaffic and others
to GT traffic. The benefits of the clockless system are maxirpossible speed
and zero idle power. The MANGO router architecture (depliate=igure 17) con-
sists of separated GT and BE router elements, input and bpgots connected
to neighboring routers and local ports connected to thd I&ceore through net-
work adapters which synchronize the clockless network &aked IP core. The
output port elements include output buffers and link arbite

The BE router routes packets using basic source routingenter routing
path is stored in the header of the packet. The paths are ¢tigpan the XY
routing. The GT connections are designed for data streachsh&nrouting acts
like a circuit switched network. In the beginning of GT ragj the GT connection
is set up by programming it into the GT router via the BE rou{&i

— 3 > >
" - b
=
5 GT S
o router 5
E o
3 5
£ > 3
—> — > »
R BE
>  router

Y

|
l Local ports i

Figure 17: MANGO router architecture. [8]

5.1.6 SoCBUS

In contrast to most of the Network on Chip systems, the SoCBUsased on
circuit switching and store-and-forward network flow cantit uses two dimen-
sional mesh topology. The circuit switching has some adgag over packet
switching. The latency is only dependent on the distancé@fsender and the
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receiver, and packets always reach their destination irsénee order that they
were sent. The implementation of the SoCBUS is some kind ofldoation of
the circuit and packet switching. Routing works as in cir@witching but the
information is still packetized. The implementation isledlas packet connected
circuit (PCC).

Circuit switched routing in SoOCBUS system works so that &t fr request
packet is routed from the sender to the receiver using dggimtag routing (see
Section 3.3.3). The request packet reserves the route andriformation can
be transferred through it. A cancel message in the end ofoilted information
releases the route.

The need for buffer memories is very low in the SoCBUS systeetause
only the request packet has to be stored in the routers. [34]

5.1.7 Arteris

Arteris NoC is the first commercial Network on Chip implenaian. Most of
the Arteris NoC'’s design parameters are user-defined séathexample network
topology, routing algorithm and number of input and outpart® on switches are
parametrized. The Network flow control can be optimized toliaption needs by
combining different control methods. [5]

5.1.8 STNoC

STNoC is a commercial Network on Chip implementation mad&bWlicroelec-
tronics. Itis a simple implementation which uses wormha@wwork flow control,
deterministic source routing and spidergon network togyld32]

5.2 Adaptive Routers
5.2.1 DyAD

A dynamically adaptive and deterministic (DyAD) Network Ghip system uses
dynamically both deterministic and adaptive routing alldpons to route packets.
In basic situation when there are no congestions in the nktthe deterministic
XY routing algorithm is used. Furthermore, when the netwmkomes congested
the router switches to adaptive mode and uses the minimagweeld routing repre-
sented in Section 4.4. Minimal version of the odd-even rayis livelock-free as
well as deadlock-free which causes that the DyAD router ésltbeck-free without
a need for virtual channels. The network topology of DyAD tsva dimensional
mesh and the wormhole network flow control is used.

The DyAD router is depicted on Figure 18. When the routerivesea new
header flit from some input port, the address decoder of theemuinput pro-
cesses the destination address and sends it to the porbléemtiThe port con-
troller decides which output port the packet should be éedid to. Then the port
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controller sends a connection request to the crossbaeasiitich controls the
crossbar switch.

Each router in the DyAD network has a congestion flag, whidls that the
router is congested. A router sends its flag to all its neigihtwaters wherein the
mode controller receives it and turns router to the adaptivde when necessary.
The advances of the DyAD are low latency in congestion fraevork but still
good throughput in congestioned network. [19]

CROSSBARARBITER

K ¥

ut0
| apDREss DECODER | PORT CONTROLLER |«f— )n
in0 . .
— FIFO >
| appress DECODER | PORT CONTROLLER  |f— out 1
in1 1 I —»
— FIFO -
|_aporess pecober | PoRTCONTROLLER | | crossBAR out2
in2 I I —»
—>» FIFO >
| apDREss DECODER | PORT CONTROLLER |«f— out3
in3 1 I +
— FIFO >
| apDREss DECODER | PORT CONTROLLER |«f— outd
ind 1 I +
— FIFO >
Congestion flags from
neighbor routers + MODE CONTROLLER
Figure 18: DyAD router. [19]
5.2.2 SPIN

The SPIN architecture is a scalable, packet switched, gm4tiicro-network,
whose network topology is fat tree and which uses wormhoteord flow con-
trol. In the fat tree network the nodes are routers and leakeserminals. The
routing algorithm of the SPIN is turn around routing. The keaouting is re-
alized as follows. First a packet flows up the tree along aeyafrthe available
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paths. When the packet reaches a router which is a commostanesth the des-
tination terminal, the packet is turned around and routetstdestination along
the only possible path.

The architecture of the RSPIN router, used in SPIN systesmepresented on
Figure 19. There is a 4-flit buffer on each input port and twelt®utput buffers
shared between output ports. The output buffers have grpateity to use the
output channels than input buffers. This reduces contenfig

Input buffers

_ -
Channels Channels
n?com|tﬂg outgoing

rom the ] 3 to th
ancestors (LTT] > aonceestors
—{O—>»] .2 —{ >
- 9 Z
—TIT—>»| J 10x10 —{—>
= Partial Channels
Channels —{TI1}—»{ C — > .
incoming = Crossbar autgaing
e | — I i
children ﬂ% ——> children
L (L111 > (l > |
—»
—IIIIIIIIIIIIIIIIIIIJ
— LI ] e
Shared output buffers
Figure 19: RSPIN router used in SPIN systems. [1]
5.2.3 XGFT

XGFT (eXtended Generalized Fat Tree) Network on Chip is &-falerant sys-
tem which is able to locate the faults and reconfigure theersigo that the packets
can be routed correctly. The network is a fat tree and the \wotennetwork flow
control is used. Besides of the traditional wormhole metdmnthere is a variant
called pipelined circuit switching. If the packet’s first i blocked, it is routed
one stage backwards and routed again along some alterpative

When there are no faults in the network, the packets aredagimg adaptive
turn around routing as explained above in Section 5.2.2.é¥ew when faults are
detected, the routing path is determined deterministiegusource routing and so
that packets are routed around faulty routers. To detedatits there has to be
some system which diagnoses the network. [21]
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5.2.4 Nostrum

The Nostrum Network on Chip implementation is a two dimenalanesh with
adaptive hot-potato routing and virtual channels. Hoapmtouting allows con-
gestion avoidance and fault-tolerancy. There are no bufiemories or routing
tables so the routers are small. [27]

5.3 Summary

The essential features of the router architectures disdussove are listed in Ta-
ble 3. It can be noticed that some features are more commarothars in these
proposed router architectures. The most common netwodtdgp is mesh while
fat tree topology is also used in some adaptive architestiMormhole network
flow control as well as source routing algorithm are used imyrachitectures.
Turn around algorithm is also used in some adaptive routdrsre are only cou-
ple of architectures with other network flow control methaasl routing algo-

rithms.

Table 3: Router architectures.

ROUTER | TOPOLOGY | FLOW CTRL | ALGORITHM | SPECIAL | REF.
Oblivious
VCR 2-dimensional Wormhole | Source routing | Virtual channels | [22]
Xpipes | Any Wormhole | Source routing| Well adaptable | [10]
Athereal | Mesh Wormhole | Contention free Combined GT [16]
source routing | and BE
Proteo Ring and Wormhole | Destination-tag Layered structure [2]
subnets
MANGO | Mesh Wormhole | Source routing| GT and BE traffic| [8]
SoCBUS | Mesh Store-and- | Destination-tag Circuit switching | [34]
forward
Arteris User-defined | User-defined User-defined | Commercial [5]
STNoC | Spidergon Wormhole | Source routing| Commercial [32]
Adaptive
DyAD Mesh Wormhole | XY, Odd-Even | Dynamically [19]
deterministic
and adaptive
SPIN Fat tree Wormhole | Turn around [1]
XGFT Fat tree Wormhole | Turn around, | Fault-tolerant [21]
variant source routing
Nostrum | Mesh Virtual cut- | Hot-potato No buffers [27]
through
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6 Conclusions

Network on Chip is a technology of future on System on Chiplementations.
The NoC technology is relatively young and any of the implatagons has not
risen above others. There are quite few commercial apmitaibf Network on
Chip so far. However, it is expected that the NoC will be a camrtechnology
in the future.

The small size of Network on Chip circuits sets special resjaents for all op-
erations. The network technology of the Internet is verygltiastraightly shrink to
the NoC so the technologies should be specially adaptectN®iC. The routing
algorithms presented in this report are difficult to be sétheworder of superiority.
Different applications need different routing algorithma&/hile some algorithm
is suitable to one system, another algorithm works bettsome other system.
However, it can be generalized that in most of the cases deimigortihm suits to
simple systems while complex algorithms fit to more complesteams. Big net-
work traffic amounts in wide complex systems need efficiaaftitr equalization
and congestion avoidance while the most significant featuremaller systems
are the low energy consumption and low latency.

Almost all proposed Network on Chip implementations arekpaswitched
and use wormhole network flow control which is a consequehlmer latencies
and smaller needs of buffer memories in contrast to other dlomtrol methods.
The most common routing algorithm is the deterministic seuouting. Still
there are proposed implementations using determinisstirggion-tag routing
and adaptive algorithms such as turn around and hot-paiatmg. Furthermore
the most popular network topologies are mesh and fat tree.ntimber of appli-
cations of the other topologies is quite few.

The most of the proposed router architectures are stilkohatéstic. When the
dimensions of the systems decrease and the systems devela$ nanoscale
the need for fault-tolerant systems will be significant. iBaky the adaptive im-
plementations are more easily modified fault-tolerant tti@ oblivious ones.
That is why the significance of adaptive implementationsxjgzeeted in the fu-
ture.

The Network on Chip technology developes all the time andupleoof im-
plementations are already in commercial use.
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