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#### Abstract

Conjunctive grammars are context-free grammars with an explicit conjunction operation in the formalism of rules; Boolean grammars are further equipped with an explicit negation. The paper briefly reviews these grammars and proposes 9 most interesting and important research problems for them. An award of $\$ 240$ Canadian is offered for the first correct solution of each of these problems.
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## 1 Introduction

A context-free grammar is the most obvious formalism for specifying syntax, and actually one of the first formal objects encountered by mankind: Pāṇini's treatise on Sanskrit written around 5th century B. C. used contextfree productions to specify parts of the grammar. In the mid-20th century context-free grammars were rediscovered by Chomsky [1] and by the Algol 60 committee [16], and their mathematical study began, leading to what we know as formal language theory.

The formalism of context-free grammars contains one logical operation, the disjunction, which is represented by multiple rules for a single nonterminal. This makes it easy to express the set of all strings that satisfy one of the several given syntactical conditions: two rules $A \rightarrow \alpha$ and $A \rightarrow \alpha^{\prime}$ essentially say that whatever satisfies the condition $\alpha$ or the condition $\alpha^{\prime}$ therefore satisfies the condition represented by the nonterminal $A$. However, any other logical operations, conjunction and negation in particular, are not expressible using context-free grammars: if we want to specify all strings that satisfy a condition $\alpha$ and at the same time another condition $\beta$, this might be impossible (as the intersection of two context-free languages is not necessarily context-free), or the grammar for such an intersection might be immensely large and completely unlike the original grammar.

These logical operations are an essential part of any formal reasoning, and being able to express them is important for any mathematical model of syntax. Extending context-free grammars to support these operations can be regarded as completing the incomplete definition of context-free grammars. Some early attempts to do this were undertaken by Latta and Wall [12] and by Heilbrunner and Schmitz [8], who proposed formalisms for specifying Boolean combinations of context-free languages. Latta and Wall, in particular, argued for the relevance of their formalism for linguistics. However, the use of conjunction and negation in these grammars was heavily restricted, and one still could not use them as freely as the disjunction.

Conjunctive grammars [17] are a natural extension of context-free grammars, which partially fills this gap: the conjunction of two syntactical conditions can be directly expressed in the form of a rule

$$
A \rightarrow \alpha \& \beta
$$

Boolean grammars [27] further extend conjunctive grammars by allowing an explicit negation, that is, finally, every operation of Boolean logic is directly expressible in their formalism. For instance, the set of strings that satisfy a condition $\alpha$ and at the same time do not satisfy a condition $\beta$ can be written as a rule

$$
A \rightarrow \alpha \& \neg \beta
$$

The language generated by a conjunctive grammar can be formally defined using derivations [17] that generalize context-free derivations, or, equiva-
lently, by means of language equations [21]. The semantics of Boolean grammars has originally been defined using language equations [24, 27], while some alternative approaches based upon ideas from logical programming have recently been proposed by Wrona [39] and by Kountouriotis et al. [10].

Boolean grammars can specify many abstract non-context-free languages, such as $\left\{a^{n} b^{n} c^{n} \mid n \geqslant 0\right\}$ [17], $\left\{w w \mid w \in\{a, b\}^{*}\right\}$ and $\left\{a^{2^{n}} \mid n \geqslant 0\right\}$ [27], the latter being outside of the Boolean closure of the context-free languages. Another evidence of their expressive power is given by a fairly compact grammar for the set of well-formed programs in a simple model programming language [30], which became the first specification of any programming language by a formal grammar from a computationally feasible class.

Though conjunctive and Boolean grammars have a greater expressive power than the context-free grammars, this increase in power does not lead to a complexity blowup: the languages generated by Boolean grammars are contained in $\operatorname{DTIME}\left(n^{3}\right) \cap D S P A C E(n)$. Practical parsing techniques for context-free grammars, such as the recursive descent and the generalized $L R$, have been extended first to conjunctive and then to Boolean grammars [18, 19, 23, 28, 32], and the algorithms have been implemented in an ongoing research-oriented parser generator project [20]. Recently Megacz [15] started the development of a practically oriented parser generator for Boolean grammars.

Context-free grammars can be regarded as a particular case of Boolean grammars, in which the set of allowed Boolean operations is restricted to disjunction only. The studies conducted so far show that the most essential practical properties of this particular case carry on to the general case. Some theoretical properties of conjunctive and Boolean grammars were established in the first papers [17, 27]. Later a characterization of a subcase of conjunctive grammars by cellular automata was obtained [25], as well as a characterization of Boolean grammars by derivations of a special kind [29]. However, most of the theoretical problems on these grammars are still open, and solving these problems will significantly contribute to an emerging theory of Boolean grammars. The extensive theory made for the restricted case of context-free grammars deserves to be developed in the general case!

This paper gives a brief overview of these grammars and states the most important open problems in the area. An award is offered for the first solution of any of these problems.

## 2 Definitions

### 2.1 Conjunctive grammars

Conjunctive grammars are context-free grammars with an explicit conjunction operation that has semantics of intersection of languages. In addition to
the implicit disjunction represented by multiple rules for a single nonterminal, which is the only logical operation expressible in context-free grammars, conjunctive grammars contain conjunction in the formalism of rules.

Definition 1. A conjunctive grammar 177 is defined as a quadruple $G=$ $(\Sigma, N, P, S)$, in which

- $\Sigma$ and $N$ are disjoint finite nonempty sets of terminal and nonterminal symbols respectively;
- $P$ is a finite set of grammar rules, each of the form

$$
A \rightarrow \alpha_{1} \& \ldots \& \alpha_{n} \quad\left(\text { where } A \in N, n \geqslant 1 \text { and } \alpha_{1}, \ldots, \alpha_{n} \in(\Sigma \cup N)^{*}\right)
$$

- $S \in N$ is a nonterminal designated as the start symbol.

For every rule $A \rightarrow \alpha_{1} \& \ldots \& \alpha_{n} \in P$ and for every $i(1 \leqslant i \leqslant n)$, an object $A \rightarrow \alpha_{i}$ is called a conjunct.

A collection of rules for a single nonterminal can be written using the common notation

$$
A \rightarrow \alpha_{11} \& \ldots \& \alpha_{1 n_{1}}|\ldots| \alpha_{m 1} \& \ldots \& \alpha_{m n_{m}}
$$

in which the vertical line is, in essence, disjunction.
Similarly to the context-free case, a conjunctive grammar is called linear conjunctive if every rule it contains is either of the form $A \rightarrow$ $u_{1} B_{1} v_{1} \& \ldots \& u_{n} B_{n} v_{n}$, where $n \geqslant 1, u_{i}, v_{i} \in \Sigma^{*}$ and $B_{i} \in N$, or of the form $A \rightarrow w$, where $w \in \Sigma^{*}$.

The semantics of conjunctive grammars is defined using derivation, generally in the same way as in the context-free case. The only difference is in the objects being transformed: while context-free derivations operate with strings over $\Sigma \cup N$, which are terms over concatenation, a derivations in conjunctive grammars use terms over concatenation and conjunction.

Let us denote such terms as strings over an extended alphabet $\Sigma \cup N \cup$ \{"(", "\&", ")"\}, assuming that none of the three special symbols is in $\Sigma \cup N$. The set of valid string representations is defined inductively as follows:

1. $\varepsilon$ is a term.
2. Every symbol from $\Sigma \cup N$ is a term.
3. If $\mathcal{A}$ and $\mathcal{B}$ are nonempty terms, then $\mathcal{A B}$ is a term.
4. If $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}(n \geqslant 1)$ are terms, then $\left(\mathcal{A}_{1} \& \ldots \& \mathcal{A}_{n}\right)$ is a term.

Definition 2. Given a grammar $G$, define the relation $\xlongequal{G}$ of immediate derivability on the set of terms:

1. A nonterminal can be rewritten by the body of some rule enclosed in parentheses, that is, for all $s_{1}, s_{2} \in(\Sigma \cup N \cup\{$ "(","\&",")"\})* and for all $A \in N$, if $s_{1} A s_{2}$ is a term, then, for every rule $A \rightarrow \alpha_{1} \& \ldots \& \alpha_{n} \in P$,

$$
\begin{equation*}
s_{1} A s_{2} \xrightarrow{G} s_{1}\left(\alpha_{1} \& \ldots \& \alpha_{n}\right) s_{2} \tag{1}
\end{equation*}
$$

2. A conjunction of several identical terminal strings enclosed in parentheses can be replaced by one such string without the parentheses, that is, for all $s_{1}, s_{2} \in\left(\Sigma \cup N \cup\left\{\right.\right.$ "(", "\&", ")"\})*, for all $w \in \Sigma^{*}$ and for all $n \geqslant 1$, if $s_{1}(\underbrace{w \& \ldots \& w}_{n}) s_{2}$ is a term, then

$$
\begin{equation*}
s_{1}(\underbrace{w \& \ldots \& w}_{n}) s_{2} \xlongequal{G} s_{1} w s_{2} \tag{2}
\end{equation*}
$$

Let $\stackrel{G}{\Longrightarrow} *$ be the reflexive and transitive closure of $\xrightarrow{G}$.
The language generated by a term $\mathcal{A}$ is the set of all strings over $\Sigma$ derivable from its start symbol in a finite number of steps:

$$
\begin{equation*}
L_{G}(\alpha)=\left\{w \mid w \in \Sigma^{*}, \mathcal{A} \xlongequal{G}^{*} w\right\} \tag{3}
\end{equation*}
$$

The language generated by the grammar is the language generated by the term $S$ :

$$
L(G)=L_{G}(S)=\left\{w \mid w \in \Sigma^{*}, S \xlongequal{G} * *\right\}, ~_{*}
$$

Let us construct a conjunctive grammar for the most common example of a non-context-free language.

Example 1 ([17]). The following conjunctive grammar generates the language $\left\{a^{n} b^{n} c^{n} \mid n \geqslant 0\right\}$ :

$$
\begin{aligned}
& S \rightarrow A B \& D C \\
& A \rightarrow a A \mid \varepsilon \\
& B \rightarrow b B c \mid \varepsilon \\
& C \rightarrow c C \mid \varepsilon \\
& D \rightarrow a D b \mid \varepsilon
\end{aligned}
$$

The grammar is based upon the representation of this language as an intersection of two context-free languages:

$$
\underbrace{\left\{a^{n} b^{n} c^{n} \mid n \geqslant 0\right\}}_{L(S)}=\underbrace{\left\{a^{i} b^{j} c^{k} \mid j=k\right\}}_{L(A B)} \cap \underbrace{\left\{a^{i} b^{j} c^{k} \mid i=j\right\}}_{L(D C)}
$$

According to this grammar, the string $a b c$ can be derived in the following way:

$$
\begin{aligned}
& S \Longrightarrow(A B \& D C) \Longrightarrow((a A) B \& D C) \Longrightarrow((a A)(b B c) \& D C) \Longrightarrow \\
& ((a A)(b B c) \&(a D b) C) \Longrightarrow((a A)(b B c) \&(a D b)(c C)) \Longrightarrow^{4} \Longrightarrow \\
& ((a())(b() c) \&(a() b)(c())) \Longrightarrow^{4}((a)(b c) \&(a b)(c)) \Longrightarrow^{4}(a b c \& a b c) \Longrightarrow a b c
\end{aligned}
$$

In essence, here two context-free derivations are done in parallel, and the same string has to be derived from $A B$ and from $D C$ in order to do the last step of the derivation.

An important property of conjunctive grammars is that every derivation can be represented in the form of a tree with shared leaves, which generalizes context-free parse trees. The tree corresponding to the above derivation is given in Figure 1, and one can clearly see how it combines two interpretations of the same string according to two conjuncts of the rule for $S$. A formal definition of such trees can be found in the literature [17, 19].


Figure 1: Parse tree of $a b c \in L(G)$ according to the grammar in Example 1.
Another common example of a non-context-free language, $\{w c w \mid w \in$ $\left.\{a, b\}^{*}\right\}$, forms a more interesting case, because, as proved by Wotschke [38], it is not expressible as a finite intersection of context-free languages. Let us give a linear conjunctive grammar for this language and explain how it works.

Example 2 ([17]). The following conjunctive grammar generates the language $\left\{w c w \mid w \in\{a, b\}^{*}\right\}$ :

$$
\begin{aligned}
& S \rightarrow C \& D \\
& C \rightarrow a C a|a C b| b C a|b C b| c \\
& D \rightarrow a A \& a D|b B \& b D| c E \\
& A \rightarrow a A a|a A b| b A a|b A b| c E a \\
& B \rightarrow a B a|a B b| b B a|b B b| c E b \\
& E \rightarrow a E|b E| \varepsilon
\end{aligned}
$$

The nonterminal $C$ generates $\left\{x c y\left|x, y \in\{a, b\}^{*} ;|x|=|y|\right\}\right.$ and thus ensures that the string consists of two equal-length parts separated by a center marker. $D$ takes one symbol from the left and uses $A$ or $B$ to compare
it to the corresponding symbol at the right. At the same time, $D$ recursively refers to itself in order to apply the same rule to the rest of the string. Formally, $A$ generates $\left\{x c v a y\left|x, v, y \in\{a, b\}^{*},|x|=|y|\right\}, B\right.$ generates $\left\{x c v b y\left|x, v, y \in\{a, b\}^{*},|x|=|y|\right\}\right.$ and therefore $D$ produces $\{u c z u \mid u, z \in$ $\left.\{a, b\}^{*}\right\}$ (the last result may be obtained by a straightforward induction on the length of the string). Finally,

$$
\left\{x c y\left|x, y \in\{a, b\}^{*},|x|=|y|\right\} \cap\left\{u c z u \mid u, z \in\{a, b\}^{*}\right\}=\left\{w c w \mid w \in\{a, b\}^{*}\right\}\right.
$$

Let us construct a derivation of the string $a b c a b$ and thus formally demonstrate that it is generated by the given grammar:

$$
\begin{aligned}
& S \Longrightarrow(C \& D) \Longrightarrow((a C b) \& D) \Longrightarrow((a(b C a) b) \& D) \Longrightarrow((a(b(c) a) b) \& D) \Longrightarrow \\
& ((a(b c a) b) \& D) \Longrightarrow((a b c a b) \& D) \Longrightarrow(a b c a b \& D) \Longrightarrow(a b c a b \&(a A \& a D)) \Longrightarrow \\
& (a b c a b \&(a(b A b) \& a D)) \Longrightarrow(a b c a b \&(a(b(c E a) b) \& a D)) \Longrightarrow \\
& (a b c a b \&(a(b(c() a) b) \& a D)) \Longrightarrow(a b c a b \&(a(b(c a) b) \& a D)) \Longrightarrow \\
& (a b c a b \&(a(b c a b) \& a D)) \Longrightarrow(a b c a b \&(a b c a b \& a D)) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b B \& b D))) \Longrightarrow(a b c a b \&(a b c a b \& a(b(c E b) \& b D))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b(c(a E) b) \& b D))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b(c(a()) b) \& b D))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b(c(a) b) \& b D))) \Longrightarrow(a b c a b \&(a b c a b \& a(b(c a b) \& b D))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b c a b \& b D))) \Longrightarrow(a b c a b \&(a b c a b \& a(b c a b \& b D))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b c a b \& b(c E)))) \Longrightarrow(a b c a b \&(a b c a b \& a(b c a b \& b(c(a E))))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b c a b \& b(c(a(b E)))))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b c a b \& b(c(a(b())))))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b c a b \& b(c(a(b)))))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b c a b \& b(c(a b))))) \Longrightarrow(a b c a b \&(a b c a b \& a(b c a b \& b(c a b)))) \Longrightarrow \\
& (a b c a b \&(a b c a b \& a(b c a b \& b c a b))) \Longrightarrow(a b c a b \&(a b c a b \& a b c a b)) \Longrightarrow \\
& (a b c a b \& a b c a b) \Longrightarrow a b c a b
\end{aligned}
$$

It is important to note that the construction essentially uses the center marker, and therefore this method cannot be applied to writing a conjunctive grammar for the language $\left\{w w \mid w \in\{a, b\}^{*}\right\}$. The question of whether $\left\{w w \mid w \in\{a, b\}^{*}\right\}$ can be specified by a conjunctive grammar remains an open problem.

Let us now consider a representation of conjunctive grammars by language equations, which generalizes the well-known characterization of the contextfree grammars due to Ginsburg and Rice [5].

Definition 3. For every conjunctive grammar $G=(\Sigma, N, P, S)$, the associated system of language equations [21] is a system of equations in variables $N$, in which each variable assumes a value of a language over $\Sigma$, and which contains the following equation for every variable $A$ :

$$
\begin{equation*}
A=\bigcup_{A \rightarrow \alpha_{1} \& \ldots \& \alpha_{m} \in P} \bigcap_{i=1}^{m} \alpha_{i} \quad(\text { for all } A \in N) \tag{4}
\end{equation*}
$$

Each instance of a symbol $a \in \Sigma$ in such a system defines a constant language $\{a\}$, while each empty string denotes a constant language $\{\varepsilon\}$. A solution of such a system is a vector of languages $\left(\ldots, L_{C}, \ldots\right)_{C \in N}$, such that the substitution of $L_{C}$ for $C$, for all $C \in N$, turns each equation (4) into an equality.

It is known that every such system has solutions, and among them the least solution with respect to componentwise inclusion, and this solution consists of exactly the languages generated by the nonterminals of the original conjunctive grammar: $\left(\ldots, L_{G}(C), \ldots\right)_{C \in N}$ [21].

This representation by language equations constitutes an equivalent semantics of conjunctive grammars, and it is this semantics, and not the fairly artificial derivation, that accounts for the intuitive clarity of conjunctive and context-free grammars.

### 2.2 Boolean grammars

Boolean grammars are context-free grammars augmented with all propositional connectives, or, in other words, conjunctive grammars with negation.

Definition 4. A Boolean grammar [27] is defined as a quadruple $G=$ $(\Sigma, N, P, S)$, where $\Sigma$ and $N$ are disjoint finite nonempty sets of terminal and nonterminal symbols respectively; $P$ is a finite set of rules of the form
$A \rightarrow \alpha_{1} \& \ldots \& \alpha_{m} \& \neg \beta_{1} \& \ldots \& \neg \beta_{n} \quad\left(A \in N, m+n \geqslant 1, \alpha_{i}, \beta_{j} \in(\Sigma \cup N)^{*}\right)$,
while $S \in N$ is the start symbol of the grammar.
For each rule (5), the objects $A \rightarrow \alpha_{i}$ and $A \rightarrow \neg \beta_{j}$ (for all $i, j$ ) are called conjuncts, positive and negative respectively. A conjunct with an unknown sign can be denoted $A \rightarrow \pm \gamma$, which means " $A \rightarrow \gamma$ or $A \rightarrow \neg \gamma$ ".

A Boolean grammar becomes a conjunctive grammar if negation is never used, that is, $n=0$ for every rule (5); it degrades to a standard context-free grammar if neither negation nor conjunction are allowed, that is, $m=1$ and $n=0$ for all rules. As in the case of conjunctive grammars, let us adopt a short notation $A \rightarrow \varphi_{1}|\ldots| \varphi_{\ell}$ for $\ell$ rules $A \rightarrow \varphi_{i}$ of the form (5) for a single nonterminal $A$.

Intuitively, a rule (5) can be read as "if a string satisfies the syntactical conditions $\alpha_{1}, \ldots, \alpha_{m}$ and does not satisfy any of the syntactical conditions $\beta_{1}, \ldots, \beta_{n}$, then this string satisfies the condition represented by the nonter$\operatorname{minal} A "$. This intuitive interpretation is not yet a formal definition, but this understanding is sufficient to construct grammars.

Example 3 (cf. Example 1). The following Boolean grammar generates the language $\left\{a^{m} b^{n} c^{n} \mid m, n \geqslant 0, m \neq n\right\}$ :

$$
\begin{aligned}
& S \rightarrow A B \& \neg D C \\
& A \rightarrow a A \mid \varepsilon \\
& B \rightarrow b B c \mid \varepsilon \\
& C \rightarrow c C \mid \varepsilon \\
& D \rightarrow a D b \mid \varepsilon
\end{aligned}
$$

The rules for the nonterminals $A, B, C$ and $D$ are context-free, so, according to the intuitive semantics, they should generate the same languages as in Example 1. Then the propositional connectives in the rule for $S$ specify the following combination of the conditions given by $A B$ and $D C$ (see Example 1):
$\underbrace{\left\{a^{n} b^{m} c^{m} \mid m, n \geqslant 0, m \neq n\right\}}_{L(S)}=\left\{a^{i} b^{j} c^{k} \mid j=k\right.$ and $\left.i \neq j\right\}=L(A B) \cap \overline{L(D C)}$
Example 4. The following Boolean grammar generates the language $\left\{w w \mid w \in\{a, b\}^{*}\right\}$ :

$$
\begin{aligned}
& S \rightarrow \neg A B \& \neg B A \& C \\
& A \rightarrow X A X \mid a \\
& B \rightarrow X B X \mid b \\
& C \rightarrow X X C \mid \varepsilon \\
& X \rightarrow a \mid b
\end{aligned}
$$

Again, according to the intuitive semantics, the nonterminals $A, B, C$ and $X$ should generate the appropriate context-free languages, and

$$
\begin{aligned}
& L(A)=\left\{u a v\left|u, v \in\{a, b\}^{*},|u|=|v|\right\},\right. \\
& L(B)=\left\{u b v\left|u, v \in\{a, b\}^{*},|u|=|v|\right\} .\right.
\end{aligned}
$$

This implies

$$
L(A B)=\left\{\text { uavxby }\left|u, v, x, y \in\{a, b\}^{*},|u|=|x|,|v|=|y|\right\},\right.
$$

that is, $L(A B)$ contains all strings of even length with a mismatched $a$ on the left and $b$ on the right (in any position). Similarly,

$$
L(B A)=\left\{u b v x a y\left|u, v, x, y \in\{a, b\}^{*},|u|=|x|,|v|=|y|\right\}\right.
$$

specifies the mismatch formed by $b$ on the left and $a$ on the right. Then the rule for $S$ specifies the set of strings of even length without such mismatches:

$$
L(S)=\overline{L(A B)} \cap \overline{L(B A)} \cap\{a a, a b, b a, b b\}^{*}=\left\{w w \mid w \in\{a, b\}^{*}\right\}
$$

Though such a common-sense interpretation of Boolean grammars is clear for "reasonably written" grammars, the use of negation can, in general, lead to logical contradictions (consider the grammar $S \rightarrow \neg S$ ), and for that reason the task of defining a mathematically sound formal semantics for Boolean grammars is far from being trivial. All existing definitions of Boolean grammars [27, 39, 10] start with representing a grammar as a system of language equations with concatenation, union, intersection and complementation.

Definition 5 (cf. Definition 3). For every Boolean grammar $G=$ $(\Sigma, N, P, S)$, the associated system of language equations is defined by analogy with the conjunctive case, with the following equations:

$$
\begin{equation*}
A=\bigcup_{A \rightarrow \alpha_{1} \& \ldots \& a_{m} \& \neg \beta_{1} \& \ldots \& \neg \beta_{n} \in P}\left[\bigcap_{i=1}^{m} \alpha_{i} \cap \bigcap_{j=1}^{n} \overline{\beta_{j}}\right] \tag{6}
\end{equation*}
$$

In general, systems of language equations of the form (6) have a high expressive power and the associated undecidability results [24]. The notion of a least solution is no longer useful [27]. The class of languages represented by their unique solutions is exactly the class of recursive languages, and the way these languages are represented does not well correspond to the intuitive semantics of Boolean grammars defined above. However, different restrictions upon these equations lead to feasible semantics for Boolean grammars [27, 39]. Let us define the simplest of these restrictions:

Definition 6. Let $G=(\Sigma, N, P, S)$ be a Boolean grammar, let (6) be the associated system of language equations. Suppose that for every finite substringclosed language $M \subset \Sigma^{*}$ (that is, for every $w \in M$ all substrings of $w$ are also in $M$ ) there exists a unique vector of languages $\left(\ldots, L_{C}, \ldots\right)_{C \in N}\left(L_{C} \subseteq M\right)$, such that a substitution of $L_{C}$ for $C$, for each $C \in N$, turns every equation (6) into an equality modulo intersection with $M$. Then $G$ complies to the semantics of a strongly unique solution, and, for every $A \in N$, the language $L_{G}(A)$ can be defined as $L_{A}$ from the unique solution of this system. The language generated by the grammar is $L(G)=L_{G}(S)$.

A simple example of a grammar deemed invalid according to Definition 6 is the grammar $\{S \rightarrow \neg S \& a A, A \rightarrow A\}$. Here the associated system of language equations $\{S=\bar{S} \cap a A, A=A\}$ has a unique solution $S=A=\varnothing$ : supposing $w \in A$, a contradiction of the form "aw $\in S$ if and only if aw $\notin S$ " is obtained. However, this system has two solutions modulo every language $\left\{\varepsilon, a, \ldots, a^{n}\right\}$, namely, $(S=\varnothing, A=\varnothing)$ and $\left(S=\varnothing, A=\left\{a^{n}\right\}\right)$. This makes it invalid.

The simplest example of a grammar that does not meet the condition of this definition is $S \rightarrow S$. However, it is valid according to alternative semantics for Boolean grammars, see Wrona [39], Kountouriotis et al. [10] and the author [27, 32]. The grammar $S \rightarrow \neg S$ is invalid according to
all known semantics. But it should be noted that, with the exception of Wrona's semantics [39], these semantics disagree only on extremal examples and ultimately define the same family of languages. It is also possible to extend the applicability of conjunctive parse trees to Boolean grammars.

Returning to Example 4, the corresponding system of language equations is

$$
\left\{\begin{array}{l}
S=\overline{A B} \cap \overline{B A} \cap C \\
A=X A X \cup\{a\} \\
B=X B X \cup\{b\} \\
C=X X C \cup\{\varepsilon\} \\
X=\{a\} \cup\{b\}
\end{array}\right.
$$

and the following assignment of languages to variables is its unique solution: $S=\left\{w w \mid w \in\{a, b\}^{*}\right\}, A=\left\{u a v\left|u, v \in\{a, b\}^{*},|u|=|v|\right\}, B=\{u b v \mid u, v \in\right.$ $\left.\{a, b\}^{*},|u|=|v|\right\}, C=\{a a, a b, b a, b b\}^{*}, D=\{a, b\}$. It is not hard to verify that the solution modulo every finite language, in the sense of the above definition, is unique, and hence $L(G)=\left\{w w \mid w \in\{a, b\}^{*}\right\}$.

Despite the increased descriptive power, the theoretical upper bound for the parsing complexity for Boolean grammars is still $O\left(n^{3}\right)$ [27], the same as in the context-free case, which is obtained by an extension of the Cocke-Kasami-Younger algorithm. This algorithm uses cubic time for every language generated by a Boolean grammar and on every input, and it requires that the grammar is transformed to the following extension of Chomsky normal form [27]:

Definition 7. A Boolean grammar $G=(\Sigma, N, P, S)$ is in the binary normal form if every rule in $P$ is of the form
$A \rightarrow B_{1} C_{1} \& \ldots \& B_{m} C_{m} \& \neg D_{1} E_{1} \& \ldots \& \neg D_{n} E_{n} \& \neg \varepsilon \quad(m \geqslant 1, n \geqslant 0)$
$A \rightarrow a$
$S \rightarrow \varepsilon \quad$ (only if $S$ does not appear in right-hand sides of rules)
Other algorithms that do not require grammar transformation have been proposed [28, 32, 39].

### 2.3 Linear conjunctive grammars and trellis automata

The family of languages defined by linear conjunctive grammars has actually been known for almost thirty years before these grammars were introduced [25]: this is the family defined by one of the simplest types of cellular automata. These are one-way real-time cellular automata, also known as trellis automata, studied by Dyer [4], Culik, Gruska and Salomaa [3], Ibarra and Kim [9], and others. Let us explain this concept following Culik, Gruska and Salomaa [3], who proposed it as a model of parallel computation in some electronic circuits.

A trellis automaton, defined as a quintuple $(\Sigma, Q, I, \delta, F)$, processes an input string of length $n$ using a uniform array of $n(n+1) / 2$ processor nodes, as in Figure 2. Each processor computes a value from a fixed finite set $Q$. The processors in the bottom row obtain their values directly from the input symbols using a function $I: \Sigma \rightarrow Q$. The rest of the processors compute the function $\delta: Q \times Q \rightarrow Q$ of the values in their predecessors. The string is accepted if and only if the value computed by the topmost processor belongs to the set of accepting states $F \subseteq Q$.


Figure 2: Computation done by a trellis automaton.
Evidently, trellis automata are one of the simplest computational models one can imagine, and they were proved to be computationally equivalent to conjunctive grammars:

Theorem $1([25])$. A language $L \subseteq \Sigma^{+}$is generated by a linear conjunctive grammar if and only if $L$ is recognized by a trellis automaton.

One can attain complete equivalence by extending the definition of a trellis automaton by a single bit that determines whether $\varepsilon$ is recognized or not. The proof of Theorem 1 is by an effective construction of a trellis automaton out of a grammar, and vice versa. Furthermore, the following refinement of the automaton-to-grammar construction is known:

Theorem 2 ([26]). For every trellis automaton $M$ there exists and can be effectively constructed a two-nonterminal linear conjunctive grammar generating the same language.

The entire machinery of a trellis automaton is simulated using just one nonterminal, while the other decodes $L(M)$ from the language of the first nonterminal.

One can define linear Boolean grammars by the same restriction as for linear conjunctive grammars. These grammars actually define the same class of languages as linear conjunctive grammars and trellis automata [27].

### 2.4 Comparison of the families

Three families of languages have been considered. One of them, the linear conjunctive languages, turned out to be known, while the languages gener-
ated by conjunctive grammars and by Boolean grammars are new. Let us summarize the relation between these families shown in Figure 3.


Figure 3: Hierarchy of languages.
Obviously, both the context-free languages (CF) and the linear conjunctive languages (LinConj) contain the linear context-free languages (LinCF). Both inclusions are strict, which is witnessed, for instance, by the languages $\left\{a^{m} b^{m+n} a^{n} \mid m, n \geqslant 0\right\}$ and $\left\{a^{n} b^{n} c^{n} \mid n \geqslant 0\right\}$. It is known from Terrier [36] that CF and LinConj are incomparable: there exists a linear context-free language $L_{T}$, such that $L_{T}^{2}$ (obviously a context-free language) is not recognized by any trellis automaton. The language $L_{T}^{2}$ also certifies proper containment of LinConj in the conjunctive languages (Conj).

|  | Reg | LinCF | CF | LinConj | Conj | Bool | DetCS | CS |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Closure properties |  |  |  |  |  |  |  |  |
| $\cup$ | + | + | + | + | + | + | + | + |
| $\cap$ | + | - | - | + | + | + | + | + |
| $\sim$ | + | - | - | + | $?$ | + | + | + |
| $\cdot$ | + | - | + | - | + | + | + | + |
| $*$ | + | - | + | - | + | + | + | + |
| $h$ | + | + | + | - | - | - | - | - |
| $h^{-1}$ | + | + | + | + | + | $?$ | + | + |
| Decision problems |  |  |  |  |  |  |  |  |
| Membership | + | + | + | + | + | + | + | + |
| Emptiness | + | + | + | - | - | - | - | - |
| Universality | + | - | - | - | - | - | - | - |
| Equivalence | + | - | - | - | - | - | - | - |

Table 1: Closure properties and decidability of decision problems.
Since conjunctive grammars are a special case of Boolean grammars, the containment of one language family in the other is obvious. However, it is not known whether the inclusion is strict. Also, while it is known that the languages generated by Boolean grammars (Bool) are contained in $\operatorname{DSPACE}(n)$, or, in other words, they are all deterministic context-sensitive (DetCS) [27],
there is no proof of the strictness of this inclusion. Finally, it is a longstanding open problem whether $\operatorname{DSPACE}(n)$ is smaller than $\operatorname{NSPACE}(n)$, the latter also known as the family of context-sensitive languages (CS).

Decidability of most common decision problems for the families mentioned above, as well as the closure of the resulting families of languages under standard operations, are compared in Table 1.

## 3 The problems

### 3.1 Limitations of Boolean grammars

The limitations of the expressive power of the context-free grammars have been investigated quite well. Besides the complexity upper bounds, there exist direct techniques of proving non-context-freeness of particular languages, such as the pumping lemma and its variants, as well as Parikh's theorem, which show that some computationally very easy languages cannot be generated by any context-free grammar. Simple examples of non-context-free languages include $\left\{a^{n} b^{n} c^{n} \mid n \geqslant 0\right\}$, $\left\{w c w \mid w \in\{a, b\}^{*}\right\},\left\{a^{n} b^{2^{n}} \mid n \geqslant 0\right\}$ and $\left\{a^{2^{n}} \mid n \geqslant 0\right\}$.

In contrast, no methods of proving nonrepresentability of languages by Boolean grammars are currently known, and this can be regarded as the most important theoretical problem on these grammars. Note that even for conjunctive grammars no techniques for proving non-existence of grammars for particular languages are known, and only for linear conjunctive grammars one can use fairly sophisticated counting arguments developed for the trellis automaton representation [36].

Of course, the known upper bounds on the complexity of parsing for Boolean grammars (deterministic cubic time or, using a different algorithm, deterministic linear space [27]) already imply that computationally harder languages are beyond their scope (by the time and the space hierarchies). The question is, whether any computationally easy languages cannot be specified by Boolean grammars, and how can one generally prove statements of this kind? Let us formally state this question as follows:

Problem 1. Are there any languages recognized by deterministic linear bounded automata working in time $O\left(n^{2}\right)$ that cannot be specified by Boolean grammars?

Following is quite an interesting candidate:
$\left\{u_{1} \ldots u_{n} \mid\right.$ for every $i$, either $u_{i} \in a^{*} c$, or $\exists j, k: u_{i}=b^{k} c$ and $\left.u_{j}=a^{k} c\right\}$
This is an abstract language, which represents declaration of identifiers before or after their use; substrings of the form $a^{k} c$ represent declarations, while every substring $b^{k} c$ is a reference to a declaration of the form $a^{k} c$.

It is known that Boolean grammars can specify a related language, in which declarations must precede references, that is, the number $j$ is required to be always less than $i$ [30]. However, the corresponding grammar does not generalize for the given case.

Other languages possibly not representable by Boolean grammars can be sought for in the domain of unary languages: consider $\left\{a^{2^{2^{n}}} \mid n \geqslant 0\right\}$ or $\left\{a^{n^{2}} \mid n \geqslant 0\right\}$. Actually, some related nonrepresentability results are known for a certain subfamily of Boolean grammars [33]. The case of unary languages is the subject of the second problem.

### 3.2 Conjunctive grammars over a one-letter alphabet

It is well-known that context-free grammars over a one-letter alphabet generate only regular languages [5]. On the other hand, Boolean grammars can generate some nonregular unary languages, as shown by the following example:

Example 5. The following Boolean grammar generates the language $\left\{a^{2^{n}} \mid n \geqslant 0\right\}$ :

$$
\begin{aligned}
& S \rightarrow A \& \neg a A|a B \& \neg B| a C \& \neg C \\
& A \rightarrow a B B \\
& B \rightarrow \neg C C \\
& C \rightarrow \neg D D \\
& D \rightarrow \neg A
\end{aligned}
$$

The rules for $A, B, C$ and $D$ represent the following language equation:

$$
X=a{\overline{\bar{X}^{2}}}^{2}
$$

This equation was studied by Leiss [13, and its unique solution was found to be $\left\{a^{n} \mid \exists k \geqslant 0: 2^{3 k} \leqslant n<2^{3 k+2}\right\}$. Therefore, the corresponding nonterminals of the above grammar generate the following languages:

$$
\begin{aligned}
& L(A)=\left\{a^{n} \mid \exists k \geqslant 0: 2^{3 k} \leqslant n<2^{3 k+2}\right\}, \\
& L(B)=\left\{a^{n} \mid \exists k \geqslant 0: 2^{3 k}-1 \leqslant n<2^{3 k+1}\right\}, \\
& L(C)=\left\{a^{n} \mid \exists k \geqslant 0: 2^{3 k+1} \leqslant n<2^{3 k+2}\right\}, \text { and } \\
& L(D)=\left\{a^{n} \mid \exists k \geqslant 0: 2^{3 k+2} \leqslant n<2^{3 k+3}\right\} \cup\{\varepsilon\} .
\end{aligned}
$$

Then it is easy to verify that
$L(S)=\underbrace{(L(A) \cap \overline{a L(A)})}_{\left\{a^{2 k} \mid k \geqslant 0\right\}} \cup \underbrace{(a L(B) \cap \overline{L(B)})}_{\left\{a^{\left.2^{3 k+1} \mid k \geqslant 0\right\}}\right.} \cup \underbrace{(a L(C) \cap \overline{L(C)}}_{\left\{a^{\left.2^{3 k+2} \mid k \geqslant 0\right\}}\right.})=\left\{a^{2^{n}} \mid n \geqslant 0\right\}$

Conjunctive grammars stand in the middle between context-free and Boolean grammars, and their expressive power in the case of a unary alphabet remains unknown. Do they generate only regular languages, like context-free grammars, or can they generate some nonregular language, like Boolean grammars? The Boolean grammar in Example 5 essentially uses negation, and it looks that there is no obvious way to replicate these constructions using conjunctive grammars. On the other hand, the regularity proof does not generalize from the context-free case, since it relies upon the pumping lemma.

Problem 2. Do conjunctive grammars over a one-letter alphabet generate only regular languages?

If they can generate any nonregular language, this would be a surprise. On the other hand, if only regular unary languages are generated, then some new idea would be needed for the proof. Perhaps one could first establish a pumping lemma for conjunctive grammars over a one-letter alphabet, but even this seems to be not an easy task.

### 3.3 Time complexity

The membership of a given string in a context-free language can be tested in time $\Theta\left(n^{3}\right)$ using the well-known Cocke-Kasami-Younger algorithm. At the same time, some asymptotically more efficient methods of context-free recognition are known: Valiant [37] reduced context-free membership problem to matrix multiplication, which allowed him to apply Strassen's [35] fast matrix multiplication algorithm to obtain a context-free recognizer working in time $O\left(n^{2.807}\right)$. Using an asymptotically better matrix multiplication method due to Coppersmith and Winograd [2], the complexity of Valiant's recognizer can be improved to $O\left(n^{2.376}\right)$.

However, already for conjunctive grammars there seems to be no way to reduce the membership problem to matrix multiplication. Therefore, the $D T I M E\left(n^{3}\right)$ upper bound for the complexity given by the extension of the Cocke-Kasami-Younger algorithm remains the best known, and to improve this bound one would have to invent an entirely new algorithm. The question is, can this be done?

Problem 3. Are the languages generated by Boolean grammars contained in DTIME $\left(n^{3-\varepsilon}\right)$ for any $\varepsilon>0$ ?

### 3.4 Space complexity

The Cocke-Kasami-Younger algorithm for context-free grammars uses space $\Theta\left(n^{2}\right)$, and its generalization for Boolean grammars fits its data in the same amount of memory [27]. In both cases this is the best known upper bound for practically useful algorithms applicable to grammars of the general form. In the context-free case it was established by Lewis, Stearns and Hartmanis [14] that it is possible to trade time for space and use as little as $O\left(\log ^{2} n\right)$ memory.

Adapting the method of Lewis, Stearns and Hartmanis to Boolean grammars, and even to linear conjunctive grammars, does not seem to be possible, since $O\left(\log ^{2} n\right)$ space complexity is achieved by a binary search in a context-free derivation, while the generation of a string by a conjunctive or a Boolean grammar is not known to have such a structurally simple representation. Also, consider that already linear conjunctive grammars can specify a P-complete language [9], which makes polylogarithmic-space recognition not very likely.

The best known upper bound for the space complexity of Boolean grammars is $O(n)$ [27]. This suggests the task of improving this result, if that is possible:

Problem 4. Are the languages generated by Boolean grammars contained in $\operatorname{DSPACE}\left(n^{1-\varepsilon}\right)$ for any $\varepsilon>0$ ?

If this were proved for any $\varepsilon>0$, this would, in particular, separate Boolean grammars from the context-sensitive grammars. On the other hand, if the converse is the case, proving that would involve a lower bound technique interesting in itself.

As a simpler problem, consider separating the family generated by conjunctive grammars from $N S P A C E(n)$.

### 3.5 Greibach normal form

A context-free grammar is said to be in Greibach normal form if every rule is either $A \rightarrow \varepsilon$, or $A \rightarrow a \alpha$ for some $a \in \Sigma$ and $\alpha \in(\Sigma \cup N)^{*}$. It is known from Greibach [6] that every context-free grammar can be transformed to an equivalent grammar with rules of this form.

A generalization for Boolean grammars will have rules of the form

$$
\begin{equation*}
A \rightarrow a \alpha_{1} \& \ldots \& a \alpha_{m} \& \neg a \beta_{1} \& \ldots \& \neg a \beta_{n} \tag{7}
\end{equation*}
$$

where $a \in \Sigma, m+n \geqslant 1$ and $\alpha_{i}, \beta_{i} \in(\Sigma \cup N)^{*}$. However, it is not known whether the family of languages generated by Boolean grammars in Greibach normal form is the same as the entire family generated by Boolean grammars. This is proposed as a research problem:

Problem 5. Is it true that for every Boolean grammar there exists a Boolean grammar in Greibach normal form that generates the same language?

For potentially simpler problems, consider the case of conjunctive grammars. Let us say that a conjunctive grammar is in Greibach normal form if its rules are

$$
A \rightarrow a \alpha_{1} \& \ldots \& a \alpha_{m},
$$

where $a \in \Sigma, m \geqslant 1$ and $\alpha_{i} \in(\Sigma \cup N)^{*}$. Can every conjunctive grammar be transformed to Greibach normal form?

In the same way one can define a linear conjunctive grammar in Greibach normal form, in which all rules must be of the form $A \rightarrow w\left(w \in \Sigma^{*}\right)$ or

$$
A \rightarrow a B_{1} u_{1} \& \ldots \& a B_{m} u_{m},
$$

where $a \in \Sigma, m \geqslant 1$ and $\alpha_{i} \in(\Sigma \cup N)^{*}$. Here it should be rather easy to prove that the linear conjunctive language $\left\{a^{n} b^{2^{n}} \mid n \geqslant 1\right\}$ [25] cannot be generated by any linear conjunctive grammar in Greibach normal form.

The question whether the language $\left\{a^{n} b^{2^{n}} \mid n \geqslant 1\right\}$ can be represented by a Boolean grammar in Greibach normal form might be a good starting point in approaching Problem 5. The answer to this question is likely negative, and a negative solution to the problem can be thus obtained.

### 3.6 Complementation of conjunctive grammars

The family of languages generated by Boolean grammars is closed under all Boolean operations and concatenation simply by virtue of having the corresponding operators as a part of the formalism. However, conjunctive grammars do not have an explicit negation operator, and the question whether for every conjunctive grammar $G$ there exists a grammar for the complement of $L(G)$ is open:

Problem 6. Is the family of conjunctive languages closed under complementation?

If the answer is negative, a possible witness language is the one from Example 4: the language $\left\{w w \mid w \in\{a, b\}^{*}\right\}$ is known to be context-free, while its complement might be nonrepresentable by conjunctive grammars.

Let us note that linear conjunctive languages are closed under complementation, which easily follows from their automaton representation [25], and can also be proved by an explicit construction [22].

### 3.7 Inherent ambiguity

Let us say that a Boolean grammar $G=(\Sigma, N, P, S)$ is unambiguous [34] if

1. For every nonterminal $A$ and for every string $w$ there exists at most one rule

$$
A \rightarrow \alpha_{1} \& \ldots \& \alpha_{m} \& \neg \beta_{1} \& \ldots \& \neg \beta_{n}
$$

such that $w \in L_{G}\left(\alpha_{1}\right) \cap \ldots \cap L_{G}\left(\alpha_{m}\right) \cap \overline{L_{G}\left(\beta_{1}\right)} \cap \ldots \cap \overline{L_{G}\left(\beta_{n}\right)}$.
2. For every conjunct $A \rightarrow \pm s_{1} \ldots s_{\ell}$ and for every string $w$ there exists at most one factorization $w=u_{1} \ldots u_{\ell}$, such that $u_{i} \in L_{G}\left(s_{i}\right)$ for all $i$.

A language $L$ can be called inherently ambiguous with respect to Boolean grammars if every Boolean grammar generating it is ambiguous.

The ambiguity of the first type can be effectively eliminated by supplying every rule with an additional conjunct that expresses the condition of nonrepresentability by all other rules for this nonterminal. However, the ambiguity of the second type might be necessary to represent some languages. Is it truly necessary? This question can be stated as follows:

Problem 7. Do there exist any inherently ambiguous languages with respect to Boolean grammars?

There are strong reasons to expect a positive answer, that is, that there exist such languages. Note that an $O\left(n^{2}\right)$-time parsing algorithm for unambiguous Boolean grammars is known [34], and so if there are no inherently ambiguous languages, then the languages generated by Boolean grammars are contained in $\operatorname{DTIME}\left(n^{2}\right)$ (see also Problem 3), which is an upper bound unheard of even for context-free languages of the general form. If the answer to Problem 7 is negative, this would be an extremely surprising result.

If we consider obtaining a positive answer, the languages $\{w w \mid w \in$ $\left.\{a, b\}^{*}\right\}$ and $\left\{a^{2^{n}} \mid n \geqslant 0\right\}$ are possible candidates for being inherently ambiguous. Let us show that the existing grammars given in Examples 4 and 5 are ambiguous. In Example 4, consider the string $w=a a b b$ and the conjunct $S \rightarrow \neg A B$ : there are two factorizations $w=a \cdot a b b=a a b \cdot b$, such that $a \in L(A), a b b \in L(B), a a b \in L(A)$ and $b \in L(B)$. For Example 5 it is sufficient to take $w=a a$ and $A \rightarrow a B B$ : there exist factorizations $w=a \cdot \varepsilon \cdot a$ and $w=a \cdot a \cdot \varepsilon$, where $\varepsilon, a \in L(B)$. But perhaps there could still exist unambiguous Boolean grammars for these languages.

As a special case of this problem, one can consider ambiguity with respect to conjunctive grammars, and investigate whether there exist inherently ambiguous languages in this sense. Let us note that all linear conjunctive languages are unambiguous already with respect to linear conjunctive grammars, which easily follows from the form of grammars obtained from trellis automata [25].

### 3.8 Hierarchy of Boolean LL ( $k$ ) languages

A certain subclass of Boolean grammars can be parsed using a generalized form of the well-known recursive descent method [18, 28].

Let $k \geqslant 1$ be the length of parser's lookahead, and let us say that a Boolean grammar $G=(\Sigma, N, P, S)$ is $\operatorname{LL}(k)$ if for every nonterminal $A$, for every lookahead string $u \in \Sigma^{*}(|u| \leqslant k)$, and for every sequence of conjuncts $B_{0} \rightarrow \pm \eta_{1} B_{1} \theta_{1}, \ldots, B_{\ell-1} \rightarrow \pm \eta_{\ell} B_{\ell} \theta_{\ell}$, such that $B_{0}=S$ and $B_{\ell}=A$, there exists at most one rule

$$
A \rightarrow \alpha_{1} \& \ldots \& \alpha_{m} \& \neg \beta_{1} \& \ldots \& \neg \beta_{n}
$$

such that

$$
L_{G}\left(\left(\alpha_{1} \& \ldots \& \alpha_{m} \& \neg \beta_{1} \& \ldots \& \neg \beta_{n}\right) \theta_{\ell} \ldots \theta_{1}\right)
$$

contains $u$ or, if $|u|=k$, any strings that begin with $u$.
The class of Boolean $\operatorname{LL}(k)$ grammars is more powerful than it seems. Following is a small and simple $\mathrm{LL}(1)$ Boolean grammar, which generates a P-complete language [31]; the proof of its P-completeness can be found in the cited technical report.

Example 6. The following LL(1) Boolean grammar generates a P-complete language:

$$
\begin{aligned}
& S \rightarrow B \& \neg A b S \& \neg C S \\
& A \rightarrow a A \mid \varepsilon \\
& B \rightarrow a B|b B| \varepsilon \\
& C \rightarrow a C A b \mid b
\end{aligned}
$$

It is known that all Boolean $\operatorname{LL}(k)$ grammars over a one-letter alphabet generate only regular languages [28], and therefore this subfamily is strictly weaker than the general family of Boolean grammars. The question is, do the languages generated by $\mathrm{LL}(k)$ Boolean grammars form an infinite hierarchy with respect to the length of the lookahead $k$, or does this hierarchy collapse at some point $k_{0}$ ?

Problem 8. Does there exist a number $k_{0}>0$, such that, for all $k \geqslant k_{0}$, Boolean LL(k) grammars generate the same family of languages as Boolean $L L\left(k_{0}\right)$ grammars?

To compare, for LL $(k)$ context-free grammars, an infinite hierarchy with respect to $k$ was established by Kurki-Suonio [11].

One can also study the intermediate case of $\mathrm{LL}(k)$ conjunctive grammars, which probably have less expressive power than $\mathrm{LL}(k)$ Boolean grammars. In particular, no $\mathrm{LL}(k)$ conjunctive grammar for any P-complete language has been found.

### 3.9 Nonterminal complexity of Boolean grammars

It has long been known that $n$-nonterminal context-free languages form an infinite hierarchy [7], in the sense that for every $n \geqslant 2$ there exists a language representable using $n$ nonterminals and not representable using $n-1$ nonterminals. Consider the families of languages generated by $n$-nonterminal Boolean grammars, for all $n \geqslant 1$. Do these families form an infinite hierarchy, or does this hierarchy collapse at some point?

Problem 9. Does there exist a number $k>0$, such that every language generated by any Boolean grammar can be generated by a $k$-nonterminal Boolean grammar?

For conjunctive grammars the answer to this question is also unknown. On the other hand, for linear conjunctive grammars the hierarchy collapses, as 2 nonterminals are sufficient to describe every language from this family [26].

## 4 Conclusion and award announcement

Context-free grammars are a very natural and important particular case of Boolean grammars, which was discovered early in the history of mankind, and which has been studied rather extensively in the last fifty years. It turns out that several key properties of this particular case, in which only disjunction is allowed, are the same in the general case of grammars with all Boolean operations. This makes the general case of Boolean grammars both theoretically and practically important. It is time to study this general case!

To promote the research on conjunctive and Boolean grammars, I decided to offer awards for the first correct solutions of any of the nine problems proposed in this paper. The award is $\$ 240$ Canadian per problem, which is equally distributed between the authors of the solution. If two papers solving the same question appear simultaneously, the award is split between them. Each author receives a handwritten certificate and an award cheque. Every lady among the authors additionally receives a flower. In most cases a solution must be published in a recognized journal or presented at a recognized conference to qualify for the award.
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