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#### Abstract

We improve undecidability bounds for problems involving two integer matrices. We prove that Scalar Reachability, Zero in the Right Upper Corner, Vector Reachability, and Zero in the Left Upper Corner are undecidable for dimensions of 9, 10, 11 , and 13 , respectively.
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## 1 Preliminaries

### 1.1 Undecidability

Algorithmic unsolvability, undecidability appeared already in the very first article establishing the basic notions of theoretical computer science [13]. After Turing's pioneering article, many variants of undecidable problems have been presented. One of the most useful variant is called the Post Correspondence Problem (PCP) [12]. The usefulness of PCP is due to the combinatorial formulation of the problem.

There are many powerful results grasping the boundary of decidability. For instance, an interesting theorem in [10] says that a semi-Thue system with only three rules can simulate an arbitrary semi-Thue system. This implies that a universal computing device, no matter how complicated, can be simulated by a semi-Thue system with only three rules. An interesting corollary of this result is that the Post Correspondence Problem is undecidable for only seven pairs of words [5], [8].

By using the method of [11] one can encode PCP into integer matrices. Hence it is possible to establish undecidability results on problems on matrices. There are a number of those problems known before (see [1], [2], [3], [4], [7], [8], and [11] for instance). Especially in [4] and [2], problems involving only two matrices are studied, and the purpose of this article is to prove undecidability results for such problems so that the dimension of matrices is as small as possible.

### 1.2 Matrix Problems

In all the problems studied in this article, the semigroup $\mathbf{S}=\left\langle M_{1}, \ldots, M_{k}\right\rangle$ is finitely generated and given simply by presenting all matrices $M_{1}, \ldots, M_{k}$. Moreover, the main results handle the case where $\mathbf{S}=\left\langle M_{1}, M_{2}\right\rangle$ is generated by two matrices.

Problem 1 (Scalar Reachability). Given a semigroup $\mathbf{S}$ of $n \times n$ integer matrices, vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{Z}^{n}$ and a constant $a \in \mathbb{Z}$. Decide if there exists a matrix $N \in \mathbf{S}$ such that $\boldsymbol{x}^{T} N \boldsymbol{y}=a$.

Remark 1. We prove that if $\mathbf{S}$ is generated by two matrices, this problem is undecidable for $n=9$.

Problem 2 (Zero in the Right Upper Corner). Given a semigroup $\mathbf{S}$ of $n \times n$ integer matrices, decide if $\mathbf{S}$ contains a matrix $N$ with $N_{1 n}=0$.

Remark 2. In the case that $\mathbf{S}$ is generated by two matrices, this problem was proved undecidable for $n=24$ in [4], which was subsequently in [7] improved to $n=23$. In [1] this bound was lowered to $n=18$. Here we prove that this problem is undecidable for $n=10$.

As Zero in the Right Upper Corner is a special case of Scalar Reachability, any of the previous bounds is valid also for the Scalar Reachability.

Problem 3 (Vector Reachability). Given a semigroup $\mathbf{S}$ of $n \times n$ integer matrices and two vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{Z}^{n}$. Determine whether or not there exists a matrix $N \in \mathbf{S}$ such that $N \boldsymbol{y}=\boldsymbol{x}$.

Remark 3. If S is generated by two matrices, this problem was proved undecidable for $n=16$ in [1]. We show the undecidability for $n=11$.

Problem 4 (Zero in the Left Upper Corner). Given a semigroup $\mathbf{S}$ of $n \times n$ integer matrices. Determine whether or not there exists a matrix $N \in \mathbf{S}$ such that $N_{11}=0$, i.e., the left upper corner element of $N$ is zero.

Remark 4. Up to our knowledge, no previous bound for the undecidability for this problem has been introduced for a semigroup $\mathbf{S}$ generated by two matrices. Here we prove the undecidability for $n=13$.

### 1.3 Graphs and Automata

The matrix combination techniques in this article are based on representing the matrices and automata as weighted graphs. In this section, we represent the basic notions on graphs and automata needed in this paper.

A (directed) graph with $n$ vertices is a pair $G=(V, E)$, where $V=\{1, \ldots, n\}$ is the set of vertices, and $E \subseteq V \times V$ is the set of edges. Also an arbitrary finite set $V$ can be used as the set of vertices, but then we fix an enumeration $f: V \rightarrow\{1, \ldots,|V|\}$ and identify the vertex $v$ with its number $f(v) \in \mathbb{N}$. A path in a graph $G$ is a sequence $i_{0}, i_{1}, \ldots, i_{l}$ of vertices satisfying $\left(i_{j}, i_{j+1}\right) \in E$ for each $j$. The length of path $i_{0}, i_{1}, \ldots, i_{l}$ is $l$.

Let $R$ be a semiring. An $R$-weighted graph is a triplet $G=(V, E, \mathrm{wt})$, where $V$ an $E$ are as before, and wt is a mapping $E \rightarrow R$. For any $R$-weighted graph $G=\left(V, E\right.$,wt) with $n$ vertices we define a matrix representation $M \in R^{n \times n}$ by $M_{j i}=\mathrm{wt}((i, j))$ if $(i, j) \in E$, and $M_{j i}=0$ if $(i, j) \notin E$ (Recall that $V=$ $\{1, \ldots, n\}$ ).

Conversely, if $M \in R^{n \times n}$ is a square matrix over a semiring $R$, its graph representation is an $R$-weighted graph with $n$ vertices defines as follows: Let $V=$ $\{1, \ldots, n\}, E=\left\{(i, j) \mid i, j \in V, M_{j i} \neq 0\right\}$, and $\operatorname{wt}((i, j))=M_{j i}$ for each $(i, j) \in E$. It is worth noticing that by fixing the vertex set of a graph in this way, we gain uniqueness: given a matrix $M \in R^{n \times n}$, its graph representation is defined uniquely, and vice versa.

Example 1. In the sequel, we need matrices of form

$$
\gamma(u, v)=\left(\begin{array}{ccc}
k^{|u|} & 0 & 0  \tag{1}\\
0 & k^{|v|} & 0 \\
\sigma(u) & \sigma(v) & 1
\end{array}\right),
$$

whose each entry is a natural number. The graph representation of $\gamma(u, v)$ is shown in figure 1 .

An $n$-state $R$-weighted automaton (an $R$-automaton for short) over a finite alphabet $\Sigma=\{1, \ldots, k\}$ is a triplet $\left(\boldsymbol{x},\left\{M_{a} \mid a \in \Sigma\right\}, \boldsymbol{y}\right)$, where $\boldsymbol{y} \in R^{n}$ is the initial vector, each $M_{a}$ an $n \times n$ matrix with entries in $R$, and $\boldsymbol{x} \in R^{n}$ is the final vector. The vectors in $R^{n}$ are understood as column vectors, and sometimes, though not in this article, the entries of the initial and final vectors are restricted to


Figure 1: The graph representation of matrix $\gamma(u, v)$.
$\{0,1\}$. Again, an arbitrary finite set $\Sigma$ can serve as an alphabet, but in that case we also fix an enumeration $\Sigma \rightarrow\{1, \ldots, k\}$ and identify each letter $a$ with its number. The empty word is denoted by $\epsilon$. As usual, we denote $M_{i_{1}} M_{i_{2}} \ldots M_{i_{n}}=$ $M_{i_{1} i_{2} \ldots i_{n}}$ for matrices $M_{i_{j}}$, where $i_{j} \in \Sigma$, and a similar notion is used for words: $u_{i_{1}} \ldots u_{i_{n}}=u_{i_{1} \ldots i_{n}}$. This is actually just one way to represent a morphism from $\Sigma^{*}$ to another semigroup. Equally well we could write $M\left(i_{1} \ldots i_{n}\right)=M_{i_{1}} \ldots M_{i_{n}}$ or $u\left(i_{1} \ldots i_{n}\right)=u_{i_{1}} \ldots u_{i_{n}}$, but we do not use such notions in this article.

Let the notations be as above and assume that $G_{a}=\left(\{1, \ldots, n\}, E_{a}, \mathrm{wt}_{a}\right)$ is the graph representation of matrix $M_{a}$. For convenience, we extend each weight function $\mathrm{wt}_{a}$ by $\mathrm{wt}_{a}((i, j))=0$, if $(i, j) \notin E_{a}$. The graph representation of an $n$ state $R$-automaton is a triplet $(G, I, F)$ defined as follows: $G$ is a weighted graph $G=(V, E, \mathrm{wt})$, where $V=\{1, \ldots, n\}, E=\cup_{a \in \Sigma} E_{a}$, and wt $: E \rightarrow R^{k}$ is the weight function defined by $\operatorname{wt}(e)=\left(\operatorname{wt}_{1}(e), \ldots, \mathrm{wt}_{k}(e)\right) . I$ and $F$ are the initial and final state functions defined as $I(j)=\boldsymbol{x}_{j}$ and $F(j)=\boldsymbol{y}_{j}$ for each $j \in V$. Hence $I$ and $F$ can be seen as vertex labelling. In figures, it is customary to write $\mathrm{wt}(e)$ as $1\left|\mathrm{wt}_{1}(e), \ldots, k\right| \mathrm{wt}_{k}(e)$ instead of $\left(\mathrm{wt}_{1}(e), \ldots, \mathrm{wt}_{k}(e)\right)$. Also, the vertices are usually called states in the graph representation of an automaton.

Example 2. Consider an $\mathbb{N}$-automaton $A$ on alphabet $\Sigma=\{a, b\}$, where $a$ and $b$ are enumerated as 1 and 2, respectively, and $M_{a}=\gamma(u, v)$ (cf. Equation (1)), and

$$
M_{b}=\left(\begin{array}{ccc}
2 & 0 & 0 \\
3 & 8 & 0 \\
1 & 2 & 1
\end{array}\right)
$$

We also define $\boldsymbol{x}=(1,0,0)$ and $\boldsymbol{y}=(0,0,1)$. Then the graph representation of $A$ is shown in Figure 2. The nonzero values of the initial and final function are customarily indicated by labelled ingoing and outcoming arrows, respectively, as in the figure.

Let $A$ be an $R$-automaton. Then $A$ defines a function $f_{A}: \Sigma^{*} \rightarrow R$ by

$$
f_{A}(w)=\boldsymbol{x}^{T} M_{w^{R}} \boldsymbol{y}
$$

where $M_{w^{R}}=M_{a_{l}} \ldots M_{a_{2}} M_{a_{1}}$, if $w=a_{1} a_{2} \ldots a_{l} \in \Sigma^{*}\left(w^{R}\right.$ stands for the mirror image of word $w$ ). The following theorem is the core of our matrix composition techniques. The proof is straightforward by induction and can be found in [6].


Figure 2: The graph representation of automaton $A$.

Theorem 1. Let $A$ be an $R$-automaton and $G_{A}$ its graph representation. Then the value $f_{A}(w)$ for word $w=a_{1} \ldots a_{l}$ coincides with the value

$$
\begin{equation*}
\sum_{i \in V} \sum_{P(i, j)} \sum_{j \in V} I(i) \mathrm{wt}(P(i, j), w) F(j) \tag{2}
\end{equation*}
$$

where the middle sum is over all paths in $G_{A}$ of length $l$ starting at $i$ and ending at $j$, and $\mathrm{wt}\left(P\left(i_{0}, i_{l}\right), w\right)$ for a path $P=\left(i_{0}, i_{1}, \ldots, i_{l}\right)$ is defined as

$$
\mathrm{wt}\left(P\left(i_{0}, i_{l}\right), w\right)=\mathrm{wt}_{a_{1}}\left(\left(i_{0}, i_{1}\right)\right) \cdot \ldots \cdot \mathrm{wt}_{a_{l}}\left(\left(i_{l-1}, i_{l}\right)\right)
$$

Example 3. The automaton of Example 2 has $I(i) F(j) \neq 0$ only when $i=1$ and $j=3$. Hence, when computing sum (2), we need to find the paths from state 1 to 3. As one can see from Figure 2, there are 6 paths of length 3 leading from 1 to 3: $1333,1133,1113,1223,1233$, and 1123 . For word $w=a b b$ paths 1233 and 1233 yield zero weight, since they contain an $a$-transition from state 1 to 2 . The remaining paths contribute $\sigma(u) \cdot 1 \cdot 1+k^{|u|} \cdot 1 \cdot 1+k^{|u|} \cdot 2 \cdot 1+k^{|u|} \cdot 3 \cdot 2=9 k^{|u|}+\sigma(u)$. The same result can be obtained by computing $f_{A}(a b b)=\boldsymbol{x}^{T} M_{b} M_{b} M_{a} \boldsymbol{y}$.

Another way to express an $R$-automaton is via the transition function $\delta: V \times$ $\Sigma \times V \rightarrow R$ defined as

$$
\begin{equation*}
\delta(i, a, j)=\left(M_{a}\right)_{j i} \tag{3}
\end{equation*}
$$

This formulation becomes also convenient later. We will also use the terminology rather flexibly. For instance, as a path in the automaton we mean a path in the graph representation of the automaton, and as a transition we mean both transition function and a labelled path of length 1 in an automaton.

### 1.4 The PCP and Encodings

We prove the undecidability results by showing that for a given instance $\mathcal{I}$ of Post Correspondence Problem (PCP) (see [9]), one can construct an automaton that accepts words if and only $\mathcal{I}$ has a solution. Thus our undecidability results are based in the following theorem [10], [8]:

Theorem 2. For $k \geq 7$, it is undecidable whether an instance $\mathcal{I}=\left\{\left(u_{1}, v_{1}\right), \ldots\right.$, $\left.\left(u_{k}, v_{k}\right)\right\}$ of PCP has a solution $u_{i_{1}} u_{i_{2}} \ldots u_{i_{n}}=v_{i_{1}} v_{i_{2}} \ldots v_{i_{n}}$.

To get improved results, we will also use the following variant of PCP [5], [8]:
Theorem 3. There are instances $\mathcal{I}=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{k}, v_{k}\right)\right\}$ of PCP such that all minimal solutions ${ }^{1} u_{i_{1}} u_{i_{2}} \ldots u_{i_{n}}=v_{i_{1}} v_{i_{2}} \ldots v_{i_{n}}$ are of form $i_{1}=1, i_{n}=k$, and $i_{2} \ldots i_{n-1} \in\{2, \ldots, k-1\}^{+}$. For $k \geq 7$, PCP remains undecidable when restricting to these instances.

The instances of the above theorem are called Claus instances. In fact, all undecidability proofs of PCP known to the authors force the undecidable instances of PCP to be Claus instances, so the question "is a given instance a Claus instance?" is of no importance in this context.

Representing the words over $\Sigma$ as integers is rather easy. In fact, if $\Sigma=$ $\{1, \ldots, k\}$, we can define $\sigma\left(i_{1} i_{2} \ldots i_{n}\right)=\sum_{j=1}^{n} i_{j} k^{n-j}$ and $\sigma(\epsilon)=0$. It is then easy to see that $\sigma: \Sigma^{*} \rightarrow \mathbb{N}=\{0,1,2, \ldots\}$ is a bijection obeying a natural concatenation law $\sigma(u v)=k^{|v|} \sigma(u)+\sigma(v)$. However, $\mathbb{N}$ is commutative, and hence a richer structure is needed to represent algebraic operations on words, or even on pairs of words.

To encode PCP into matrix problems, we use the embedding of [11]. If $|\Sigma|=$ $k$, it is easy to see that $\gamma(u, v)$ of Equation (1) is an injective embedding of $\Sigma^{*} \times \Sigma^{*}$ onto $\mathbb{N}^{3 \times 3}$, that is, $\gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{2}, v_{2}\right)=\gamma\left(u_{1} u_{2}, v_{1} v_{2}\right)$ always, and $\gamma\left(u_{1}, v_{1}\right)=$ $\gamma\left(u_{2}, v_{2}\right)$ implies $u_{1}=u_{2}$ and $v_{1}=v_{2}$.

Finally, to encode an alphabet $\Sigma=\{1, \ldots, k\}$ of $k>2$ symbols into a binary alphabet $\{1,2\}$, we use an embedding $\psi(i)=1^{i-1} 2$ for $i<k$, and $\psi(k)=1^{k-1}$. Since $\psi(\Sigma)$ is a prefix code, $\psi$ is clearly injective.
Lemma 1. Let $w \in\{1,2\}^{*}$. Then $w=\psi\left(w_{1}\right) r$, where $w_{1} \in\{1, \ldots, k\}^{*}$ and $r \in\left\{\epsilon, 1,11, \ldots, 1^{k-2}\right\}$.
Proof. If $w=1^{l-1} 2 w^{\prime}$, where $l<k$, then $w=\psi(l) w^{\prime}$, and we may apply the same procedure for $w^{\prime}$. If $w=1^{k-1} w^{\prime}$, then $w=\psi(k) w^{\prime}$, and again we can proceed recursively on $w^{\prime}$. The only case we cannot apply recursion occurs when the remaining word $w^{\prime}$ consists entirely of 1 's and is shorter than $k-1$.

## 2 Scalar Reachability and Zero in the Right Upper Corner

We begin with a sharpening of Eilenberg's result [6].
Theorem 4. It is undecidable for 3 -state $\mathbb{Z}$-automata $A$ over an alphabet $\Sigma$ of 5 symbols, if $f_{A}(w)=0$ for some word $w \in \Sigma^{*}$.
Proof. Let $\mathcal{I}=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{7}, v_{7}\right)\right\}$ be an instance of PCP, and define $A_{i}=$ $\gamma\left(u_{i}, v_{i}\right)$ for $i \in\{1, \ldots, 7\}$. Let also $\boldsymbol{x}_{1}=(0,0,1)^{T}$ and $\boldsymbol{y}_{1}=(1,-1,0)^{T}$. Because $\gamma$ is a morphism, it is easy to see that for $w=i_{1} \ldots i_{n} \in\{1, \ldots, 7\}^{*}$,

$$
\begin{aligned}
\boldsymbol{x}_{1}^{T} A_{w} \boldsymbol{y}_{1} & =\boldsymbol{x}_{1}^{T} \gamma\left(u_{i_{1}}, v_{i_{1}}\right) \ldots \gamma\left(u_{i_{n}}, v_{i_{n}}\right) \boldsymbol{y}_{1} \\
& =\boldsymbol{x}_{1}^{T} \gamma\left(u_{i_{1}} \ldots u_{i_{n}}, v_{i_{1}} \ldots v_{i_{n}}\right) \boldsymbol{y}_{1} \\
& =\sigma\left(u_{i_{1}} \ldots u_{i_{n}}\right)-\sigma\left(v_{i_{1}} \ldots v_{i_{n}}\right)
\end{aligned}
$$

[^0]Since $\sigma$ is injective, we have $\boldsymbol{x}_{1}^{T} A_{w} \boldsymbol{y}_{1}=0$ if and only $u_{i_{1}} \ldots u_{i_{n}}=v_{i_{1}} \ldots v_{i_{n}}$. Hence, $\boldsymbol{x}_{1}^{T} A_{w} \boldsymbol{y}_{1}=0$ for some word $w \in\{1, \ldots, 7\}^{+}$if and only if $\mathcal{I}$ has a solution. This problem is undecidable by Theorem 2.

To reduce the number of matrices, and to remove the property $\boldsymbol{x}_{1}^{T} \boldsymbol{y}_{1}=0$ we notice that by Theorem 3 we can assume that $\mathcal{I}$ is a Claus instance. Hence we can assume that if $u_{i_{1}} \ldots u_{i_{n}}=v_{i_{1}} \ldots v_{i_{n}}$, then $w=i_{1}, \ldots, i_{n} \in 1\{2, \ldots, 6\}^{+} 7$. Let then $\boldsymbol{x}_{2}=\left(\boldsymbol{x}_{1}^{T} A_{1}\right)^{T}, \boldsymbol{y}_{2}=A_{7} \boldsymbol{y}_{1}$, and $B_{1}=A_{2}, \ldots, B_{5}=A_{6}$. Then $\boldsymbol{x}_{2}^{T} \boldsymbol{y}_{2}=\boldsymbol{x}_{1}^{T} A_{1} A_{7} \boldsymbol{y} \neq 0$, since otherwise we would have $u_{1} u_{7}=v_{1} v_{7}$, which contradicts Theorem 3. Now $\boldsymbol{x}_{2}^{T} B_{w} \boldsymbol{y}_{2}=0$ for some $w \in\{1, \ldots, 5\}^{+}$if and only if $\boldsymbol{x}_{1}^{T} A_{w^{\prime}} \boldsymbol{y}_{1}=0$ for some $w^{\prime} \in 1\{2, \ldots, 6\}^{+} 7$. The $\mathbb{Z}$-automaton required is thus $B=\left(\boldsymbol{x}_{2},\left\{B_{1}, \ldots, B_{5}\right\}, \boldsymbol{y}_{2}\right)$. Notice that since we are looking for any word $w$ with the aforementioned property, we can ignore the mapping $w \mapsto w^{R}$ in the definition of function $f_{A}$. For later use, we find out that $\boldsymbol{x}_{2}=\left(\sigma\left(u_{1}\right), \sigma\left(v_{1}\right), 1\right)^{T}$ and $\boldsymbol{y}_{2}=\left(2^{\left|u_{7}\right|},-2^{\left|v_{7}\right|}, \sigma\left(u_{7}\right)-\left(v_{7}\right)\right)^{T}$.

To combine the 5 matrices of the above theorem into two matrices with the same undecidability property, we use Theorem 1 together with the graph representations of the matrices.

Theorem 5. It is undecidable for 9 -state $\mathbb{Z}$-automata $A$ over a binary alphabet, if $f_{A}(w)=0$ for some word $w \in\{1,2\}^{*}$.
Proof. Recall that the graph representations of all matrices $B_{1}, \ldots, B_{5}$ of the above theorem are of a special form shown in Figure 1. We will use encoding $\psi(1)=2$, $\psi(2)=12, \psi(3)=112, \psi(4)=1112$, and $\psi(5)=1111$. Then we augment the graph of Figure 1 with extra vertices, which will decode $\psi$ in the new automaton. It is important to notice that the state 3 of the new automaton does not need any decoder since the transition from 3 is unambiguous: Any transition from 3 will enter again 3 with weight 1 .

We define the new transition function $\delta^{\prime}$ so that when reading a sequence of 1 's, the automaton will move from a state of form $(i, j)$ into the state $(i, j+1)$ (case $j=4$ is an exception), thus counting how many 1 's have been read so far. In all these transitions, a weight of 1 is introduced. When the first 2 or the 4th 1 occurs, the automaton moves to the state of form $(r, 1)$ introducing the weight corresponding to $\delta(i, a, r)$ of the original automaton, where $a \in\{1, \ldots, 5\}$ is the letter whose encoding $\psi(a)$ equals to the string $1 \ldots 12$ or $\left(1^{4}\right)$ that was recently read.

More precisely: Let $\delta$ be the transition function of automaton $B$ of Theorem 4 (recall Equation (3)). The state set $V^{\prime}$ of the new automaton $C$ consists of states $(i, j)$, where $i \in\{1,2\}$, and $j \in\{1, \ldots 4\}$, plus a state $(3,1)$, altogether 9 states. The new transition function $\delta^{\prime}$ is defined as (for $(i, r) \neq(3,3)$ )

$$
\begin{gathered}
\delta^{\prime}((i, j), 1,(r, s))= \begin{cases}\delta(i, 5, r), & \text { if } j=4, \text { and } s=1, \\
1, & \text { if } i=r \leq 2 \text { and } j+1=s \leq 4, \\
0 & \text { otherwise. }\end{cases} \\
\delta^{\prime}((i, j), 2,(r, s))= \begin{cases}\delta(i, j, r) & \text { if } s=1, \\
0 & \text { otherwise },\end{cases}
\end{gathered}
$$

$\delta^{\prime}((3,1), c,(3,1))=1$ for $c \in\{1,2\}$, and $\delta^{\prime}((i, j), c,(r, s))=0$ for the cases not defined before. See Figure 3 for a graphical representation of the automaton $C$. Let $C_{1}$ and $C_{2}$ be the matrices of automaton $C$ (recall equation 3).


Figure 3: The binary automaton $C$.

We will then fix an enumeration $g:(1,1) \rightarrow 1, \ldots,(1,4) \rightarrow 4,(2,1) \rightarrow 5, \ldots$, $(2,4) \rightarrow 8,(3,1) \rightarrow 9$, and define vector $\boldsymbol{x}_{3} \in \mathbb{Z}^{9}$ such that $\left(\boldsymbol{x}_{3}\right)_{g(i, 1)}=\left(\boldsymbol{x}_{2}\right)_{i}$ for $i \in\{1,2,3\}$, and $\left(\boldsymbol{x}_{3}\right)_{g(i, j)}=0$ for $j \neq 1$. Vector $\boldsymbol{y}_{3}$ is defined similarly. Finally, let $C_{1}$ and $C_{2} \in \mathbb{Z}^{9 \times 9}$ be the matrices of $C$ corresponding to the transition function $\delta^{\prime}$.

We will then show that $\boldsymbol{x}_{3}^{T} C_{\psi(w)^{R}} \boldsymbol{y}_{3}=\boldsymbol{x}_{2}^{T} B_{w^{R}} \boldsymbol{y}_{2}$ for each $w \in\{1, \ldots, 5\}^{*}$. Moreover, we will see that $\boldsymbol{x}_{3}^{T} C_{w} \boldsymbol{y}_{3} \neq 0$ for each $w \in\{1,2\}^{*}$ which is not in the image of $\psi$.

To prove the first assertion, we use Theorem 1. Since now $I((i, j)) F((r, s))$ $\neq 0$ only if $j=s=1$, it is enough to show that for any word $w \in\{1, \ldots, 5\}^{*}$ $\mathrm{wt}(P(i, j), w)=\mathrm{wt}(P((i, 1),(j, 1)), \psi(w))$ for any path $P(i, j)$ in the original automaton. But this is straightforward by the definition of $\delta^{\prime}$ : For each transition in automaton $B$ there is a path $P^{\prime}$ in automaton $C$ beginning at $\left(i_{k}, 1\right)$ and ending at $\left(i_{k+1}, 1\right)$ so that all weights along $P^{\prime}$ are 1 , except the last one, which equals to the weight $B$ associates to the original transition. The claim follows, since this holds for each transition in path $P(i, j)$.

To see that the latter claim holds, we assume that $w$ is not in the image of $\psi$, and use Lemma 1 to write $w$ as $w=\psi\left(w_{1}\right) r$, where $r \in\{1,11,111\}$ and $w_{1} \in\{1, \ldots, 5\}^{*}$. Recall that $\boldsymbol{y}_{2}=A_{7} \boldsymbol{y}_{1}=\left(2^{\left|u_{7}\right|},-2^{\left|v_{7}\right|}, \sigma\left(u_{7}\right)-\sigma\left(v_{7}\right)\right)^{T}$, and as well, $B_{w_{1} R} \boldsymbol{y}_{2}=B_{w_{1} R} A_{7} \boldsymbol{y}_{1}=A_{w^{\prime}} \boldsymbol{y}_{1}=\left(2^{\left|u_{w^{\prime}}\right|},-2^{\left|v_{w^{\prime}}\right|}, \sigma\left(u_{w^{\prime}}\right)-\sigma\left(v_{w^{\prime}}\right)\right)$ is of the same form (here $w^{\prime}=w_{1}^{R} 7 \in\{2, \ldots, 6\}^{*} 7$ ). By the definition,

$$
\boldsymbol{y}_{3}=\left(2^{\left|u_{7}\right|}, 0,0,0,-2^{\left|v_{7}\right|}, 0,0,0, \sigma\left(u_{7}\right)-\sigma\left(v_{7}\right)\right)^{T}
$$

and according to the previous part of the proof, $C_{\psi\left(w_{1}\right)^{R}} \boldsymbol{y}_{3}$ is of form

$$
\begin{equation*}
C_{\psi\left(w_{1}\right)^{R}} \boldsymbol{y}_{3}=\left(2^{\left|u_{w^{\prime}}\right|}, 0,0,0,-2^{\left|v_{w^{\prime}}\right|}, 0,0,0, \sigma\left(u_{w^{\prime}}\right)-\sigma\left(v_{w^{\prime}}\right)\right)^{T} \tag{4}
\end{equation*}
$$

At the same time, $\boldsymbol{x}_{2}=\left(\sigma\left(u_{1}\right), \sigma\left(u_{2}\right), 1\right)^{T}$, and hence

$$
\begin{equation*}
\boldsymbol{x}_{3}=\left(\sigma\left(u_{1}\right), 0,0,0, \sigma\left(u_{2}\right), 0,0,0,1\right)^{T} \tag{5}
\end{equation*}
$$

By the definition of $C_{1}$, it is easy to see that

$$
\begin{aligned}
& C_{\left(\psi\left(w_{1}\right) 1\right)^{R}} \boldsymbol{y}_{3}=C_{1} C_{\psi\left(w_{1}\right)^{R}} \boldsymbol{y}_{3} \\
= & \left(0,2^{\left|u_{w^{\prime}}\right|}, 0,0,0,-2^{\left|v_{w^{\prime}}\right|}, 0,0, \sigma\left(u_{w^{\prime}}\right)-\sigma\left(v_{w^{\prime}}\right)\right)^{T},
\end{aligned}
$$

as well as

$$
C_{\left(\psi\left(w_{1}\right) 11\right)^{R}} \boldsymbol{y}_{3}=\left(0,0,2^{\left|u_{w^{\prime}}\right|}, 0,0,0,-2^{\left|v_{w^{\prime}}\right|}, 0, \sigma\left(u_{w^{\prime}}\right)-\sigma\left(v_{w^{\prime}}\right)\right)^{T}
$$

and

$$
C_{\left(\psi\left(w_{1}\right) 111\right)^{R}} \boldsymbol{y}_{3}=\left(0,0,0,2^{\left|u_{w^{\prime}}\right|}, 0,0,0,-2^{\left|v_{w^{\prime}}\right|}, \sigma\left(u_{w^{\prime}}\right)-\sigma\left(v_{w^{\prime}}\right)\right)^{T}
$$

Hence for each $r \in\{1,11,111\}$ we have (recall Equation 5) $\boldsymbol{x}_{3}^{T} C_{\left(\psi\left(w_{1}\right) r\right)^{R}} \boldsymbol{y}_{3}=$ $\sigma\left(u_{w^{\prime}}\right)-\sigma\left(v_{w^{\prime}}\right)$. Thus $\boldsymbol{x}_{3}^{T} C_{\left(\psi\left(w_{1}\right) r\right)^{R}} \boldsymbol{y}_{3}=0$ implies $u_{w^{\prime}}=v_{w^{\prime}}$, which is impossible by Theorem 3 , since $w^{\prime} \in\{2, \ldots, 6\}^{*} 7$.

Corollary 1. The Scalar Reachability is undecidable for two integer matrices of size $9 \times 9$.

Proof. Choose the matrices, vectors, and scalar as $C_{1}, C_{2}, \boldsymbol{x}_{3}, \boldsymbol{y}_{3}$, and 0 .
Corollary 2. Zero in the Right Upper Corner is undecidable for two matrices of size $11 \times 11$.

Proof. Let $C_{1}, C_{2}, \boldsymbol{x}_{3}$, and $\boldsymbol{y}_{3}$ be as before, and define

$$
D_{i}=\left(\begin{array}{ccc}
0 & \boldsymbol{x}_{3}^{T} C_{i} & \boldsymbol{x}_{3}^{T} C_{i} \boldsymbol{y}_{3} \\
0 & C_{i} & C_{i} \boldsymbol{y}_{3} \\
0 & 0 & 0
\end{array}\right) .
$$

Now $D_{1}$ and $D_{2}$ are the required matrices.
We can improve the above corollary slightly by noticing that matrix $A_{1}$ in the initial part of the proof of Theorem 4 can be "wrapped around" the other matrices.

Theorem 6. Zero in the Right Upper Corner is undecidable for two matrices of size $10 \times 10$.

Proof. Let

$$
\beta(u, v)=\left(\begin{array}{ccc}
k^{|v|} & 0 & 0 \\
0 & k^{|u|} & 0 \\
-k^{|v|} \sigma(u) & -k^{|u|} \sigma(v) & k^{|u v|}
\end{array}\right)
$$

and notice that $\gamma(u, v) \beta(u, v)=\beta(u, v) \gamma(u, v)=k^{|u v|} I$, that is, $\beta(u, v)=$ $k^{|u v|} \gamma(u, v)^{-1}$. We choose then $A_{i}=\gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{i}, v_{i}\right) \beta\left(u_{1}, v_{1}\right)$ for $2 \leq i \leq 6$,
$\boldsymbol{y}=\gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{7}, v_{7}\right)(1,-1,0)^{T}$, and $\boldsymbol{x}=(0,0,1)^{T}$. Then, for any $w=$ $i_{1} \ldots i_{l} \in\{2, \ldots, 6\}^{*}$,

$$
\begin{aligned}
\boldsymbol{x}^{T} A_{w} \boldsymbol{y}= & \boldsymbol{x}^{T} A_{i_{1}} A_{i_{2}} \ldots A_{i_{l}} \boldsymbol{y} \\
= & \boldsymbol{x}^{T} \gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{i_{1}}, v_{i_{1}}\right) \beta\left(u_{1}, v_{1}\right) \gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{i_{2}}, v_{i_{2}}\right) \beta\left(u_{1}, v_{1}\right) \cdot \ldots \\
& \cdot \gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{i_{l}}, v_{i_{l}}\right) \beta\left(u_{1}, v_{1}\right) \cdot \gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{7}, v_{7}\right)(1,-1,0)^{T} \\
= & \left(k^{\left|u_{1} v_{1}\right|}\right)^{l} \boldsymbol{x}^{T} \gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{w}, v_{w}\right) \gamma\left(u_{7}, v_{7}\right)(1,-1,0)^{T} \\
= & k^{\left|u_{1} v_{1}\right| l}(0,0,1) \gamma\left(u_{1 w 7}, v_{1 w 7}\right)(1,-1,0)^{T} \\
= & k^{\left|u_{1} v_{1}\right| l}\left(\sigma\left(u_{1 w 7}\right)-\sigma\left(v_{1 w 7}\right)\right) .
\end{aligned}
$$

Hence $\boldsymbol{x}^{T} A_{w} \boldsymbol{y}=0$ for some $w \in\{2, \ldots, 6\}^{+}$if and only if the Claus instance $\mathcal{I}=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{7}, v_{7}\right)\right\}$ has a solution $w \in 1\{2, \ldots, 6\}^{+}$. Letting $B_{1}=A_{2}, \ldots, B_{5}=A_{6}$ it is therefore undecidable for $\mathbb{Z}$-automaton $B=$ $\left(\boldsymbol{x},\left\{B_{1}, \ldots, B_{5}\right\}, \boldsymbol{y}\right)$ whether $f_{B}(w)=0$ for some word $w \in\{1, \ldots, 5\}^{+}$(as in Theorem 4 , it is easy to verify that $f_{B}(\epsilon) \neq 0$ ).

The difference between this construction and that of Theorem 4 is that now vector $\boldsymbol{x}$ is of a very clear form $\boldsymbol{x}=(0,0,1)^{T}$; otherwise we proceed as in the proof or Theorem 4: The matrices of automaton $B$ are of form

$$
\begin{aligned}
B_{i-1} & =A_{i}=\gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{i}, v_{i}\right) \beta\left(u_{1}, v_{1}\right)=\gamma\left(u_{1} u_{i}, v_{1} v_{i}\right) \beta\left(u_{1}, v_{1}\right) \\
& =\left(\begin{array}{ccc}
k^{\left|u_{1} u_{i} v_{1}\right|} & 0 & 0 \\
0 & k^{\left|v_{1} v_{i} u_{1}\right|} & 0 \\
k^{\left|v_{1}\right|}\left(\sigma\left(u_{1} u_{i}\right)-\sigma\left(u_{1}\right)\right) & k^{\left|u_{1}\right|}\left(\sigma\left(v_{1} v_{i}\right)-\sigma\left(v_{1}\right)\right) & k^{\left|u_{1} v_{1}\right|}
\end{array}\right),
\end{aligned}
$$

and we see that in each matrix $B_{i}$, the transition from state 3 to 3 has a constant weight $k^{\left|u_{1} v_{1}\right|}$. Therefore we can construct, as in the proof of Theorem 4, an automaton $C=\left(\boldsymbol{x}_{1},\left\{C_{1}, C_{2}\right\}, \boldsymbol{y}_{1}\right)$ with 9 states so that $\boldsymbol{x}_{1}^{T} \boldsymbol{y}_{1} \neq 0, \boldsymbol{x}_{1}^{T} C_{\psi(w)^{R}} \boldsymbol{y}_{1}=$ $\boldsymbol{x}^{T} B_{w^{R}} \boldsymbol{y}$ for each $w \in\{1, \ldots, 5\}^{*}$, and $\boldsymbol{x}_{1}^{T} C_{w_{1}^{R}} \boldsymbol{y}_{1} \neq 0$ for each $w_{1} \in\{1,2\}^{*}$ not in the image of $\psi$.

Equally importantly, we can choose the enumeration so that $\boldsymbol{x}_{1}$ has a special form $\boldsymbol{x}_{1}=(1,0, \ldots, 0)^{T}$. This is to say that $\mathcal{I}$ has a solution if and only if the topmost coordinate of $C_{w} \boldsymbol{y}_{1}$ is zero for some $w \in\{1,2\}^{*}$. Hence, choosing

$$
D_{i}=\left(\begin{array}{cc}
C_{i} & C_{i} \boldsymbol{y}_{1} \\
0 & 0
\end{array}\right)
$$

we have the required matrices.

## 3 Vector Reachability

We need first some auxiliary results. In this section, $\gamma(u, v)$ will be as in Definition 1 with the choice $k=2$.
Lemma 2. The set $S$ consisting of all matrices over $\mathbb{Z}$ of form $\left(\begin{array}{lll}a & b & 0 \\ a & b & 0 \\ c & d & 1\end{array}\right)$ is closed under multiplication.

Proof. By a direct matrix multiplication.
Lemma 3. Let $M=\left(\begin{array}{lll}1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$ and $\gamma(u, v)$ as in Definition 1. Then $M \gamma(u, v)$ belongs to the set $S$ of the previous lemma.

Proof. By a direct matrix multiplication.
Theorem 7. Let $\mathcal{I}=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{7}, v_{7}\right)\right\}$ be a Claus instance of PCP, and the matrices $A_{i}$ and vector $\boldsymbol{y}$ defined as $A_{1}=M \gamma\left(u_{1}, v_{1}\right), A_{i}=\gamma\left(u_{i}, v_{i}\right)$ for $2 \leq$ $i \leq 6$, and $\boldsymbol{y}=\gamma\left(u_{7}, v_{7}\right)(1,-1,0)^{T}$. Then $A_{w} \boldsymbol{y}=\mathbf{0}$ for some $w \in\{1, \ldots, 6\}^{*}$ if and only if $\mathcal{I}$ has a solution.

Proof. Notice first that $A_{w}$ is a product of matrices $\gamma\left(u_{i}, v_{i}\right)$ and $M$ so that $M$ always occurs in the product in the front of $\gamma\left(u_{1}, v_{1}\right)$, but nowhere else. Especially, no consecutive $M$ 's occur in the product. If $w$ does not contain any 1 , then $A_{w} \boldsymbol{y}=\gamma\left(u_{w}, v_{w}\right) \boldsymbol{y}=\left(2^{\left|u_{w}\right|},-2^{\left|v_{w}\right|}, \sigma\left(u_{w}\right)-\sigma\left(v_{w}\right)\right)^{T}$. Because of the first and the second coordinate, $A_{w} \boldsymbol{y} \neq \mathbf{0}$ in this case always.

Assume then that $w=w_{1} 1 w_{2}$, where the suffix $w_{2}$ belongs to $\{2, \ldots, 6\}^{*}$, i.e., $w_{2}$ does not contain any 1 's. Now $w_{1}$ may contain some number of 1 's, so $w_{1}$ can be written as $w_{1}=x_{1} 1 x_{2} 1 \ldots 1 x_{n}\left(x_{i} \in\{2, \ldots, 6\}^{*}\right.$ for each $\left.i\right)$. Assume first that $w_{1}$ actually contains some number of 1 's. Since $A_{x_{i}}=\gamma\left(u_{x_{i}}, v_{x_{i}}\right)$, we know by Lemma 3 that $A_{1 x_{i}} \in S$, and by Lemma 2 we can write $A_{w_{1}}=\gamma\left(u_{x_{1}}, v_{x_{1}}\right) B$, where $B=\left(\begin{array}{lll}a & b & 0 \\ a & b & 0 \\ c & d & 1\end{array}\right)$ is a matrix in set $S$ of Lemma 2. It is important to notice that because of the forms of matrices $\gamma\left(u_{i}, v_{i}\right)$, we have necessarily $a+b>$ 0 . If $w_{1}$ does not contain any 1 's, then $B$ is the identity matrix, and the proof is even easier. We handle here only the former case.

A direct computation shows that

$$
\begin{aligned}
& A_{w} \boldsymbol{y}=A_{w_{1}} A_{1 w_{2}} \boldsymbol{y}=\gamma\left(u_{x_{1}}, v_{x_{1}}\right) B A_{1 w_{2} 7}(1,-1,0)^{T} \\
= & \left(\begin{array}{c}
2^{\left|u_{x_{1}}\right|}(a+b)\left(2^{\left|u_{1 w_{2} 7}\right|}-2^{\left|v_{1 w_{2} 7}\right|}\right) \\
2^{\left|v_{x_{1}}\right|}(a+b)\left(2^{\left|u_{1 w_{2} 7}\right|}-2^{\left|v_{1 w_{2} 7}\right|}\right) \\
\left((a+b)\left(\sigma\left(u_{x_{1}}\right)+\sigma\left(v_{x_{1}}\right)\right)+c+d\right)\left(2^{\left|u_{1 w_{2} 7}\right|}-2^{\left|v_{1 w_{2} 7}\right|}\right) \\
+\sigma\left(u_{1 w_{2} 7}\right)-\sigma\left(v_{1 w_{2} 7}\right)
\end{array}\right)
\end{aligned}
$$

(the third coordinate is extended to two rows due to typographical reasons).
Assume now that $A_{w} \boldsymbol{y}=\mathbf{0}$. Since $a+b>0$, we have necessarily $2^{\left|{ }_{1 w_{2} 7}\right|}-$ $2^{\left|v_{1 w_{2} 7}\right|}=0$, which implies that $\sigma\left(u_{1 w_{2} 7}\right)-\sigma\left(v_{1 w_{2} 7}\right)=0$, and since $\sigma$ is an injection, $u_{1 w_{2} 7}=v_{1 w_{2} 7}$ is a solution to $\mathcal{I}$.

On the other hand, if $u_{w}=v_{w}$ is a minimal solution to $\mathcal{I}$, then $w$ is of form $w=1 w_{2} 7$, where $w_{2} \in\{2, \ldots, 6\}^{+}$, since $\mathcal{I}$ was supposed to be a Claus instance. It is easy to verify that

$$
\begin{aligned}
A_{1 w_{2}} \boldsymbol{y} & =A_{1 w_{2}} \boldsymbol{y}=A_{1} A_{w_{2}} \boldsymbol{y}=A \gamma\left(u_{1}, v_{1}\right) \gamma\left(u_{w_{2}}, v_{w_{2}}\right) \gamma\left(u_{7}, v_{7}\right)(1,-1,0)^{T} \\
& =A \gamma\left(u_{1 w_{2} 7}, v_{1 w_{2} 7}\right)(1,-1,0)^{T}=\mathbf{0}
\end{aligned}
$$

Theorem 8. Vector Reachability is undecidable for two $11 \times 11$ matrices with integer entries.

Proof. Consider a $\mathbb{Z}$-automaton $A=\left(\boldsymbol{x},\left\{A_{1}, \ldots, A_{6}\right\}, \boldsymbol{y}\right)$, where the matrices $A_{i}$ and $\boldsymbol{y}$ are those of Theorem 7, and $\boldsymbol{x}$ is arbitrary. The form of matrix

$$
A_{1}=M \gamma\left(u_{1}, v_{1}\right)=\left(\begin{array}{ccc}
k^{\left|u_{1}\right|} & k^{\left|v_{1}\right|} & 0 \\
k^{\left|u_{1}\right|} & k^{\left|v_{1}\right|} & 0 \\
\sigma\left(u_{1}\right) & \sigma\left(v_{1}\right) & 1
\end{array}\right)
$$

is a bit different from those of $A_{2}, \ldots, A_{6}$, but the most important thing remains, namely that the transition from state 3 is unambiguous: There is a transition from state 3 only to itself with a weight of 1 . Hence we can produce matrices $B_{1}$ and $B_{2}$ exactly as we produced $9 \times 9$ matrices $C_{1}$ and $C_{2}$ in theorem 5 . we also define $\boldsymbol{y}_{1}=$ $\left(2^{\left|u_{7}\right|}, 0,0,0,0,-2^{\left|v_{7}\right|}, 0,0,0,0, \sigma\left(u_{7}\right)-\sigma\left(v_{7}\right)\right)$. Just like in the proof of Theorem 5, we can see that $B_{\psi(w)^{R}} \boldsymbol{y}_{1}=\left(\left(B_{w^{R}} \boldsymbol{y}\right)_{1}, 0,0,0,0,\left(B_{w^{R}} \boldsymbol{y}\right)_{2}, 0,0,0,0,\left(B_{w^{R}} \boldsymbol{y}\right)_{3}\right)$ for any $w \in\{1, \ldots, 6\}$. For $1 \leq k \leq 4$ we have, similarly as in the proof of Theorem 5,

$$
B_{\left(\psi(w) 1^{k}\right)^{R}} \boldsymbol{y}_{1}=\left(0, \ldots,\left(B_{w^{R}} \boldsymbol{y}\right)_{1}, 0,0,0,0,\left(B_{w^{R}} \boldsymbol{y}\right)_{2}, 0, \ldots,\left(B_{w^{R}} \boldsymbol{y}\right)_{3}\right)
$$

where $\left(B_{w^{R}} \boldsymbol{y}\right)_{1}$ is at $k$ th position. Thus $B_{w} \boldsymbol{y}=\mathbf{0}$ if and only if $\mathcal{I}$ has a solution.

## 4 Zero in the Left Upper Corner

Theorem 9. Zero in the Left Upper Corner is undecidable for two integer matrices of size $13 \times 13$.

Proof. We assume that words $x_{1}, \ldots, x_{7}, y_{1}, \ldots, y_{7}$ are over an alphabet $\Sigma=$ $\{1,2,3\}$ and choose $k=3$ in Equation (1). Consider a 3 -state $\mathbb{Z}$-automaton $A=$ $\left(\boldsymbol{x},\left\{A_{1}, \ldots, A_{7}\right\}, \boldsymbol{y}\right)$, where $A_{i}=\gamma\left(x_{i}, y_{i}\right)$ for $1 \leq i \leq 7$, and $\boldsymbol{y}$ and $\boldsymbol{x}$ are arbitrary. We call the transition function of this automaton $\delta$.

We encode the alphabet by $\psi:\{1, \ldots, 7\} \rightarrow\{1,2\}^{+}$as before: $\psi(1)=2$, $\psi(2)=12, \ldots, \psi(6)=1^{5} 2, \psi(7)=1^{6}$, and construct a $\mathbb{Z}$-automaton $B=$ $\left(\boldsymbol{x}_{1},\left\{B_{1}, B_{2}\right\}, \boldsymbol{y}_{1}\right)$ with $6+6+1=13$ states. The transition function $\delta^{\prime}$ of $B$ defined as in the proof of Theorem 4:

$$
\begin{gathered}
\delta^{\prime}((i, j), 1,(r, s))= \begin{cases}\delta(i, 7, r), & \text { if } j=6, \text { and } s=1, \\
1, & \text { if } i=r \leq 2 \text { and } j+1=s \leq 6, \\
0 & \text { otherwise. }\end{cases} \\
\delta^{\prime}((i, j), 2,(r, s))= \begin{cases}\delta(i, j, r) & \text { if } s=1, \\
0 & \text { otherwise },\end{cases}
\end{gathered}
$$

$\delta^{\prime}((3,1), c,(3,1))=1$ for $c \in\{1,2\}$, and $\delta^{\prime}((i, j), c,(r, s))=0$ for the cases not defined before.

As in the proof of Theorem 5, it follows that $\boldsymbol{x}_{1}^{T} B_{\psi(w)^{R}} \boldsymbol{y}_{1}=\boldsymbol{x}^{T} A_{w^{R}} \boldsymbol{y}$, no matter how $\boldsymbol{x}$ and $\boldsymbol{y}$ were chosen ( $\boldsymbol{x}_{1}$ and $\boldsymbol{y}_{1}$ are defined in accordance to Theorem 5). By using enumeration $(1,1) \mapsto 1, \ldots(1,6) \mapsto 6, \ldots,(2,1) \mapsto 7, \ldots,(2,6) \mapsto$ 12 and $(3,1) \mapsto 13$ we get matrices $B_{1}$ and $B_{2}$ that are explicitly written in the Appendix. We will use this enumeration in the rest of the proof.

As $B_{2}$ depends on words $x_{1}, \ldots, x_{6}, y_{1}, \ldots, y_{6}$, it also defines a $13 \times 13$ matrices over $\mathbb{Z}$ of special kind. We denote these matrices by $B_{2}\left(x_{1}, \ldots, x_{6} ; y_{1}\right.$, $\ldots, y_{6}$ ) (see the Appendix for the form of these matrices).

The following facts that can be verified by using the construction of automaton $B$, are used in the sequel.

1. $B_{2}\left(x_{1}, x_{2}, \ldots, x_{6} ; y_{1}, y_{2}, \ldots, y_{6}\right) B_{1}$ $=B_{2}\left(x_{2}, x_{3}, \ldots, x_{1} x_{7} ; y_{2}, y_{3}, \ldots, y_{1} y_{7}\right)$
2. $B_{2}\left(x_{1}, \ldots, x_{6} ; y_{1}, \ldots, y_{6}\right) B_{1}^{6}=B_{2}\left(x_{7} x_{1}, \ldots, x_{7} x_{6} ; y_{7} y_{1}, \ldots, y_{7} y_{6}\right)$
3. $B_{2}\left(x_{1}, \ldots, x_{6} ; y_{1}, \ldots, y_{6}\right) B_{2}\left(x_{1}^{\prime}, \ldots, x_{6}^{\prime} ; y_{1}^{\prime}, \ldots, y_{6}^{\prime}\right)$ $=B_{2}\left(x_{1} x_{1}^{\prime}, x_{1} x_{2}^{\prime}, \ldots, x_{1} x_{6}^{\prime} ; y_{1} y_{1}^{\prime}, y_{1} y_{2}^{\prime}, \ldots, y_{1} y_{6}^{\prime}\right)$
4. If $1 \leq i \leq 5$, then $B_{1}^{i} B_{2}\left(x_{1}, \ldots, x_{6} ; y_{1}, \ldots, y_{6}\right)$ can be obtained from $B_{2}\left(x_{1}, \ldots, x_{6} ; y_{1}, \ldots, y_{6}\right)$ by applying the cyclic permutation $(1,2, \ldots, 12)$ to rows $i$ times. That is, by removing rows $13-i, 13-i+1, \ldots, 12$, and adding them to the top of the matrix.

All the above identities can be proved correct by direct matrix multiplication, but it may be easier to formulate the matrices by using the transition function. For the first identity, we notice that the product $B_{2} B_{1}$ is the transition matrix for word 12 in automaton $B$. For $j \in\{1, \ldots, 13\}$,

$$
\begin{aligned}
& \left(B_{2} B_{1}\right)_{1 j}=\delta^{\prime}(j, 12,1)=\sum_{k} \delta^{\prime}(j, 1, k) \delta^{\prime}(k, 2,1) \\
= & \begin{cases}\delta^{\prime}(j+1,2,1)=\left(B_{2}\right)_{1, j+1}, \\
\delta^{\prime}(6,1,1) \delta^{\prime}(1,2,1)+\delta^{\prime}(6,1,13) \delta^{\prime}(13,2,1)=\left(B_{1}\right)_{1,6}\left(B_{2}\right)_{1,1}, & \text { if } j=6 . \\
0, & \text { if } j>6 .\end{cases}
\end{aligned}
$$

For $i \in\{2, \ldots, 6,8, \ldots, 12\}\left(B_{2} B_{1}\right)_{i j}=\delta^{\prime}(j, 12, i)=0$, because $\delta^{\prime}(k, 2, i) \neq 0$ for only $i \in\{1,7,13\}$ by the definition.

Equality

$$
\left(B_{2} B_{1}\right)_{7, j}= \begin{cases}0 & \text { if } j \leq 6 \text { or } j=13 \\ \left(B_{2}\right)_{7, j+1} & \text { if } 7 \leq j \leq 11 \\ \left(B_{1}\right)_{7,12}\left(B_{2}\right)_{7,7} & \text { if } j=12\end{cases}
$$

can be found similarly.
Finally, to figure out the last row, we have

$$
\left(B_{2} B_{1}\right)_{13, j}=\sum_{k} \delta^{\prime}(j, 1, k) \delta^{\prime}(k, 2,13)
$$

which implies that for $1 \leq j \leq 5,\left(B_{2} B_{1}\right)_{13, j}=\left(B_{2}\right)_{13, j+1}$. For $j=6$, we have

$$
\begin{aligned}
\left(B_{2} B_{1}\right)_{13,6} & =\sum_{k} \delta(6,1, k) \delta(k, 2,13) \\
& =\delta(6,1,1) \delta(1,2,13)+\delta(6,1,13) \delta(13,2,13) \\
& =3^{\left|x_{7}\right|} \sigma\left(x_{1}\right)+\sigma\left(x_{7}\right) \cdot 1=\sigma\left(x_{1} x_{7}\right),
\end{aligned}
$$

and the rest of the row 13 in matrix $B_{2} B_{1}$ can be treated similarly.
Facts 2,3 , and 4 can also be proved in a similar manner, or directly by matrix multiplication (cf. matrices in the Appendix).

Identities $1-3$ imply that for any word $w \in\{1, \ldots, 7\}^{*}$

$$
\begin{equation*}
B_{\psi(w)^{R}}=B_{2}\left(x_{w}, \ldots, ; y_{w}, \ldots\right), \tag{6}
\end{equation*}
$$

meaning that $\left(B_{\psi(w)^{R}}\right)_{11}=3^{\left|x_{w}\right|},\left(B_{\psi(w)^{R}}\right)_{77}=3^{\left|y_{w}\right|},\left(B_{\psi(w)^{R}}\right)_{13,1}=\sigma\left(x_{w}\right)$, and $\left(B_{\left.\psi(w)^{R}\right)_{13,7}}=\sigma\left(y_{w}\right)\right.$ for any word $w \in\{1, \ldots, 7\}^{*}$.

Define matrix $P$ as

$$
P=\left(\begin{array}{lllllllllllll}
1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

It can be easily verified that $P$ is invertible, and that $P^{-1} \in \mathbb{Z}^{13 \times 13}$. Moreover, a straightforward computation shows that for any $\Gamma \in \mathbb{Z}^{13 \times 13}$,

$$
\left(P \Gamma P^{-1}\right)_{11}=\sum_{i \in\{1, \ldots, 6,13\}}\left(\Gamma_{i 1}-\Gamma_{i 7}\right) .
$$

In particular, Equation (6) together with fact 4 above implies that

$$
\left(P B_{\left(\psi(w) 1^{k}\right)^{R}} P^{-1}\right)_{11}= \begin{cases}3^{\left|x_{w}\right|}+\sigma\left(x_{w}\right)-\sigma\left(y_{w}\right) & \text { if } k=0, \\ 3^{\left|x_{w}\right|} & \text { if } 1 \leq k \leq 5 .\end{cases}
$$

Let $C_{1}=P B_{1} P^{-1}$ and $C_{2}=P B_{2} P^{-1}$. Then clearly $C_{w}=P B_{w} P^{-1}$ for any $w \in\{1,2\}^{*}$. Let also $\mathcal{I}=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{7}, v_{7}\right)\right\}$ be a Claus instance of PCP. Without loss of generality, we can assume that the words $u_{i}$ and $v_{i}$ are over an alphabet $\{2,3\}$. We choose $x_{1}=u_{1}, y_{1}=1 v_{1}$, and $x_{i}=u_{i}$ and $y_{i}=v_{i}$ for $2 \leq i \leq 7$.

Thus we can conclude that $\left(C_{w^{R}}\right)_{11} \neq 0$ for each $w$ not in the image of $\psi$, and

$$
\left(C_{\psi(w)^{R}}\right)_{11}=3^{\left|u_{w}\right|}+\sigma\left(u_{w}\right)-\sigma(v)=\sigma\left(1 u_{w}\right)-\sigma(v)
$$

for some $v \in\{1,2,3\}^{*}$. Hence $\left(C_{\psi(w)^{R}}\right)_{11}=0$ if and only if $1 u_{w}=v$. Because $u_{i}$ and $v_{i}$ are over an alphabet $\{2,3\}$, this can happen if and only if $w=1 w^{\prime}$ for some $w^{\prime} \in\{2, \ldots, 7\}$ and $u_{1 w^{\prime}}=v_{1 w^{\prime}}$ is a solution to $\mathcal{I}$ (Since $\mathcal{I}$ is a Claus instance, this also implies that $w^{\prime} \in\{2, \ldots, 6\}^{+} 7$ ).

Even though this article is focused on matrix pair results, we mention the following corollary

Corollary 3. Let $\mathbf{S}$ be a semigroup generated by three $13 \times 13$ integer matrices. It is undecidable whether $\mathbf{S}$ contains the zero matrix.

Remark 5. By the proofs in [8] and [4] (see also [2]), it is undecidable if a semigroup generated by two matrices of dimension 21 contains the zero matrix.

Proof. Let $C_{1}$ and $C_{2}$ be the matrices of the above theorem, and define $A \in \mathbb{Z}^{13 \times 13}$ by $A_{i j}=0$, if $(i, j) \neq(1,1)$, and $A_{11}=1$. Then $A$ is idempotent, i.e., $A^{2}=A$, and $A C_{w} A$ is a matrix having $\left(C_{w}\right)_{11}$ at the left upper corner, and zeros everywhere else. Let then $\mathbf{S}=\left\langle C_{1}, C_{2}, A\right\rangle$. Hence, if $\mathbf{S}$ contains the zero matrix, we can assume that $A C_{w_{1}} A C_{w_{2}} A \ldots A C_{w_{n}} A=\mathbf{0}$, which implies that

$$
\begin{aligned}
0 & =\left(A C_{w_{1}} A C_{w_{2}} A \ldots A C_{w_{n}} A\right)_{11}=\left(A C_{w_{1}} A \cdot A C_{w_{2}} A \cdot \ldots \cdot A C_{w_{n}} A\right)_{11} \\
& =\left(C_{w_{1}}\right)_{11}\left(C_{w_{2}}\right)_{11} \cdot \ldots \cdot\left(C_{w_{n}}\right)_{11}
\end{aligned}
$$

Hence $\mathbf{0} \in \mathbf{S}$ implies that $\left(C_{w_{i}}\right)_{11}=0$ for some $i$. On the other direction, if $\left(C_{w}\right)_{11}=0$, then clearly $A C_{w} A=\mathbf{0}$.

## 5 Appendix

The matrices of automaton $C$ in Theorem 5:

$$
C_{1}=\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 2^{\left|u_{6}\right|} & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2^{\left|v_{6}\right|} & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & \sigma\left(u_{6}\right) & 0 & 0 & 0 & \sigma\left(v_{6}\right) & 1
\end{array}\right)
$$

$$
C_{2}=\left(\begin{array}{ccccccccc}
2^{\left|u_{2}\right|} & 2^{\left|u_{3}\right|} & 2^{\left|u_{4}\right|} & 2^{\left|u_{5}\right|} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2^{\left|v_{2}\right|} & 2^{\left|v_{3}\right|} & 2^{\left|v_{4}\right|} & 2^{\left|v_{5}\right|} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\sigma\left(u_{2}\right) & \sigma\left(u_{3}\right) & \sigma\left(u_{4}\right) & \sigma\left(u_{5}\right) & \sigma\left(v_{2}\right) & \sigma\left(v_{3}\right) & \sigma\left(v_{4}\right) & \sigma\left(v_{5}\right) & 1
\end{array}\right)
$$

The matrices of automaton $B$ in Theorem 9:

$$
B_{1}=\left(\begin{array}{ccccccccccccc}
0 & 0 & 0 & 0 & 0 & 3^{\left|x_{7}\right|} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3^{\left|y_{7}\right|} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \sigma\left(x_{7}\right) & 0 & 0 & 0 & 0 & 0 & \sigma\left(y_{7}\right) & 1
\end{array}\right)
$$

and

$$
B_{2}=\left(\begin{array}{ccccccccc}
3^{\left|x_{1}\right|} & 3^{\left|x_{2}\right|} & \cdots & 3^{\left|x_{6}\right|} & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 3^{\left|y_{1}\right|} & 3^{\left|y_{2}\right|} & \cdots & 3^{\left|y_{6}\right|} & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
\sigma\left(x_{1}\right) & \sigma\left(x_{2}\right) & \cdots & \sigma\left(x_{6}\right) & \sigma\left(y_{1}\right) & \sigma\left(y_{2}\right) & \cdots & \sigma\left(y_{6}\right) & 1
\end{array}\right)
$$
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[^0]:    ${ }^{1}$ A solution to PCP is minimal if it is not a concatenation of two solutions.

