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#### Abstract

The process of gene assembly in ciliates, an ancient group of organisms, is one of the most complex instances of DNA manipulation known in any organism. Three molecular operations (ld, hi, and dlad) have been postulated for the gene assembly process, [3], [1]. We propose in this paper a mathematical model for contextual variants of Id and dlad on strings: recombinations can be done only if certain contexts are present. We prove that the proposed model is Turing-universal.
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## 1 Introduction

Ciliates are an ancient group of eukariotes (about 2.5 billion years old). They are known to be the most complex unicellular organisms on the Earth. Their main special feature which differs them from other eukariotes is nuclear duality: ciliates have two types of nuclei (micronucleus and macronucleus) performing completely different functions. Micronuclei are used mainly to store genetical information for future generations, while macronuclei contain genes used to produce proteins during the life-time of a cell. Genomes are stored in these two types of nuclei in two completely different ways: micronuclear genes are highly fragmented and shuffled, fragments (coding blocks) are separated from each other by non-coding blocks, while in macronuclei each DNA-molecule contains usually one gene stored in assembled (non-fragmented) way. During sexual reproduction coding blocks from micronuclei get assembled into macronuclear genes. For details related to ciliates and the gene assembly process we refer to [6], [14], [15].

Two models were proposed for the gene assembly process in ciliates: the intermolecular model in [7], [9], [10] and the intramolecular model in [3] and [16]. They both are based on so called "pointers" - short nucleotide sequences (about 20 bp ) lying on the borders between coding and non-coding blocks. Each coding block $E$ starts with a pointer-sequence repeating exactly the pointer-sequence in the end of that coding block preceding $E$ in the assembled gene. It is currently believed that the pointers guide the alignment of coding blocks during the gene assembly process.

The bulk of the research on the intermolecular model concentrates on the computational power of the model, in various formulations. E.g., in [7], the so-called guided recombination systems were introduced, defining a context-based applicability of the model. The authors proved that this intermolecular guided recombination system with insertion/deletion operations is computationally universal. For this, they constructed for each Turing machine a guided recombination system, so as for each computation of the Turing machine, there is a corresponding sequence of recombinations in the guided recombination system. Crucially, the input of the recombination system has to be given in a large enough number of copies.

Most of the research on the intramolecular model concentrates on the combinational properties of the gene assembly process, including the number and the type of operations used in the assembly, parallelism, or invariants.

In this paper we initiate a study of the intramolecular model from the perspective of the computability theory. Using a similar approach as in [7], we introduce a context-based version of the intramolecular model and prove that it is Turing universal. We prove that any Turing machine may be simulated through intramolecular recombination systems: for any Turing machine $M$ there exists a recombination system $G$ such that for any word $w, w$ is accepted by $M$, if and only if $\varphi(w)$ is accepted by $G$, for a suitable encoding $\varphi$. Unlike in the intramolecular case, no multiplicities are needed in this case, since the intramolecular model
conjectures that all useful (genetic) information is preserved on a single molecule throughout the assembly.

## 2 Preliminaries

We assume the reader to be familiar with the basic elements of formal languages and Turing computability [17], DNA computing, [13]. We present here only some of the necessary notions and notation.

An alphabet is a finite set of symbols (letters), and a word (string) over an alphabet $\Sigma$ is a finite sequence of letters from $\Sigma$; the empty word we denote by $\lambda$. The set of all words over an alphabet $\Sigma$ is denoted by $\Sigma^{*}$. The set of all non-empty words over $\Sigma$ is denoted as $\Sigma^{+}$, i.e., $\Sigma^{+}=\Sigma^{*} \backslash\{\lambda\}$.

The length $|x|$ of a word $x$ is the number of symbols that $x$ contains. The empty word has length 0 . Given two words $x$ and $y$, the concatenation of $x$ and $y$ (denoted as $x y$ ) is defined as the word $z$ consisting of all symbols of $x$ followed by all symbols of $y$, thus $|z|=|x|+|y|$. The concatenation of a word $x$ with itself $k$ times is denoted as $x^{k}$, and $x^{0}=\lambda$.

We denote by $|x|_{S}$ the number of letters from the subset $S \subseteq \Sigma$ occurring in the word $x$ and by $|x|_{a}$ the number of letters $a$ in $x$.

If $w=x y$, for some $x, y \in \Sigma^{*}$, then $x$ is called a prefix of $w$ and $y$ is called a suffix of $w$; if $w=x y z$ for some $x, y, z \in \Sigma^{*}$, then $y$ is called a substring of $w$.

A rewriting system $M=(S, \Sigma \cup\{\#\}, P)$ is called a Turing machine (we use also abbreviation TM), [17], where:
(i) $S$ and $\Sigma \cup\{\#\}$, where $\# \notin \Sigma$ and $\Sigma \neq \emptyset$, are two disjoint sets referred to as the state and the tape alphabets; we fix a symbol from $\Sigma$, denote it as $\sqcup$ and call it "blank symbol".
(ii) Elements $s_{0}$ and $s_{f}$ of $S$ are the initial and the final states respectively.
(iii) The productions (rewriting rules) of $P$ are of the forms
(1) $s_{i} a \longrightarrow s_{j} b$
(2) $s_{i} a c \longrightarrow a s_{j} c$
(3) $s_{i} a \# \longrightarrow a s_{j} \sqcup \#$
(4) $c s_{i} a \longrightarrow s_{j} c a$
(5) $\# s_{i} a \longrightarrow \# s_{j} \sqcup a$
(6) $s_{f} a \longrightarrow s_{f}$
(7) $a s_{f} \longrightarrow s_{f}$
where $s_{i}$ and $s_{j}$ are states in $S, s_{i} \neq s_{f}$, and $a, b, c$ are in $\Sigma$.
A Turing machine $M$ is called deterministic if:

- each word $s_{i} a$ from the left side of the rule (1) is not a subword of the left sides from rules (2)-(5), and
- each subword $s_{i} a$ from the left side of rules (2) and (3) is not subword from the left side of rules (4) and (5), and viceversa, each subword $s_{i} a$ from the left side of rules (4) and (5) is not subword of the left side of rules (2) and (3), and
- for each left side $u_{i}$ of the rules (1)-(5) it corresponds exactly one right side $v_{i}$.

A configuration of the Turing machine $M$ is presented as a word $\# w_{1} s_{i} w_{2} \#$ over $\Sigma \cup\{\#\} \cup S$, where $w_{1} w_{2} \in \Sigma^{*}$ represents the contents of the tape, $\#$-s are the boundary markers, and the position of the state symbol $s_{i}$ indicates the position of the read/write head on the tape: if $s_{i}$ is positioned at the left of a letter $a$, this indicates that the read/write head is placed over the cell containing $a$. The TM $M$ changes from one configuration to another one according to its set of rules $P$. We say that the Turing machine $M$ halts with a word $w$ if there exists a computation such that, when started with the read/write head positioned at the beginning of $w$, the TM eventually reaches the final state, i.e., if $\# s_{0} w \#$ derives $\# s_{f} \#$ by successive applications of the rewriting rules (1)-(7) from $P$. The language $L(M)$ accepted by the TM $M$ is the set of words on which $M$ halts. If TM is deterministic, then there is the only computation possible for each word. The family of languages accepted by Turing machines is equivalent to the family of languages accepted by deterministic Turing machines.

Using an approach developed in a series of works (see [11], [12], [4], and [8]) we use contexts to restrict the application of molecular recombination operations, [13], [1].

First, we give the formal definition of splicing rules. Consider an alphabet $\Sigma$ and two special symbols, $\#, \$$, not in $\Sigma$. A splicing rule (over $\Sigma$ ) is a string of the form

$$
r=u_{1} \# u_{2} \$ u_{3} \# u_{4},
$$

where $u_{1}, u_{2}, u_{3}, u_{4} \in \Sigma^{*}$. (For a maximal generality, we place no restriction on the strings $u_{1}, u_{2}, u_{3}, u_{4}$. The cases when $u_{1} u_{2}=\lambda$ or $u_{3} u_{4}=\lambda$ could be ruled out as unrealistic.)

For a splicing rule $r=u_{1} \# u_{2} \$ u_{3} \# u_{4}$ and strings $x, y, z \in \Sigma^{*}$ we write $(x, y) \vdash_{r} z$ if and only if $x=x_{1} u_{1} u_{2} x_{2}, y=y_{1} u_{3} u_{4} y_{2}, z=x_{1} u_{1} u_{4} y_{2}$, for some $x_{1}, x_{2}, y_{1}, y_{2} \in \Sigma^{*}$. We say that we splice $x, y$ at the sites $u_{1} u_{2}, u_{3} u_{4}$, respectively, and the result is $z$. This is the basic operation of DNA molecule recombination.

A splicing scheme [5] is a pair $R=(\Sigma, \sim)$, where $\Sigma$ is the alphabet and $\sim$, the pairing relation of the scheme, $\sim \subseteq\left(\Sigma^{+}\right)^{3} \times\left(\Sigma^{+}\right)^{3}$. Assume we have two strings $x, y$ and a binary relation between two triples of nonempty words $(\alpha, p, \beta) \sim\left(\alpha^{\prime}, p, \beta^{\prime}\right)$, such that $x=x^{\prime} \alpha p \beta x^{\prime \prime}$ and $y=y^{\prime} \alpha^{\prime} p \beta^{\prime} y^{\prime \prime}$; then, the strings
obtained by the recombination in the context from above are $z_{1}=x^{\prime} \alpha p \beta^{\prime} y^{\prime \prime}$ and $z_{2}=y^{\prime} \alpha^{\prime} p \beta x^{\prime \prime}$.

When having a pair $(\alpha, p, \beta) \sim\left(\alpha^{\prime}, p, \beta^{\prime}\right)$ and two strings $x$ and $y$ as above, $x=x^{\prime} \alpha p \beta x^{\prime \prime}$ and $y=y^{\prime} \alpha^{\prime} p \beta^{\prime} y^{\prime \prime}$, we consider just the string $z_{1}=x^{\prime} \alpha p \beta^{\prime} y^{\prime \prime}$ as the result of the recombination (we call it one-output-recombination), because the string $z_{2}=y^{\prime} \alpha^{\prime} p \beta x^{\prime \prime}$, we consider as the result of the one-output-recombination with the respect to the symmetric pair $\left(\alpha^{\prime}, p, \beta^{\prime}\right) \sim(\alpha, p, \beta)$.

### 2.1 Intramolecular Gene Assembly Operations

The intramolecular operations excise non-coding blocks from the micronuclear DNA-molecule, interchange positions of some portions of the molecule or invert them, so as to obtain after some rearrangements the DNA-molecule containing a continuous succession of coding blocks, i.e., the assembled gene. Contrary to the intermolecular model, all the molecular operations in the intramolecular model are performed within a single molecule.

We recall bellow the three intramolecular operations conjectured in [3] and [16] for the gene assembly, which were proved to be complete [2], i.e., any sequence of coding and non-coding blocks can be assembled to the macronuclear gene by means of these operations (for details related to the intramolecular model we refer to [1]):

- Id excises a non-coding block flanked by the two occurrences of a same pointer in the form of a circular molecule, as shown in Figure 1.
- hi inverts part of the molecule flanked by the two occurrences of a same pointer, where one pointer is the inversion of the other, as shown in Figure 2.
- dlad swaps two parts of the molecule delimited by the same pair of pointers, as shown in Figure 3.

$\operatorname{Id}(i)$

$\mathrm{ld}(i i)$

$\operatorname{ld}(i i i)$

Figure 1: Loop Recombination: (i) the molecule folds on itself aligning pointers in the direct repeat to form the loop, (ii) enzymes cut on the pointer sites, (iii) hybridization happens. As the result, a portion of the molecule in the loop is excised in the form of a circular molecule.


Figure 2: Hairpin Recombination: (i) the molecule folds on itself aligning pointers in the inverted repeat to form the hairpin, (ii) enzymes cut on the pointer sites, (iii) hybridization happens. As the result, a portion of the molecule in the hairpin is inverted.


Figure 3: Double-Loop Recombination: (i) the molecule folds on itself aligning equal pointers from the repeated pair to form a double loop, (ii) enzymes cut on the pointer sites, (iii) hybridization happens. As the result, portions of the molecule in the loops interchange their places.

## 3 The Contextual Intramolecular Operations

We define the contextual intramolecular translocation and deletion operations as the generalization of dlad and Id operations, respectively. We follow here the style of contextual intermolecular recombination operations used in [7].

We consider a splicing scheme $R=(\Sigma, \sim)$.

Definition 1 The contextual intramolecular translocation operation with respect to $R$ is defined as $\operatorname{trl}_{p, q}(x p u q y p v q z)=x p v q y p u q z$, where there are such relations $(\alpha, p, \beta) \sim\left(\alpha^{\prime}, p, \beta^{\prime}\right)$ and $(\gamma, q, \delta) \sim\left(\gamma^{\prime}, q, \delta^{\prime}\right)$ in $R$, that $x=x^{\prime} \alpha$, uqy $=\beta u^{\prime}=$ $u^{\prime \prime} \alpha^{\prime}, v q z=\beta^{\prime} v^{\prime}, x p u=x^{\prime \prime} \gamma, y p v=\delta y^{\prime}=y^{\prime \prime} \gamma^{\prime}$ and $z=\delta^{\prime} z^{\prime}$.

We say that operation $\operatorname{trl} p, q$ is applicable, if the contexts of the two occurrences of $p$ as well as the contexts of the two occurrences of $q$ are in the relation $\sim$. Substrings $p$ and $q$ we call pointers. In the result of application of trl $p, q$ strings $u$ and $v$, each flanked by pointers $p$ and $q$, are swapped. If from the non-empty word $u$ we get by $\operatorname{trl}_{p, q}$ operation word $v$, we write $u \Rightarrow_{\operatorname{trl} p, q} v$ and say that $u$ is recombined to $v$ by $\operatorname{trl}_{p, q}$ operation.

Definition 2 The contextual intramolecular deletion operation with respect to $R$ is defined as $\operatorname{del}_{p}(x p u p y)=x p y$, where there is a relation $(\alpha, p, \beta) \sim\left(\alpha^{\prime}, p, \beta^{\prime}\right)$ in $R$ that $x=x^{\prime} \alpha, u=\beta u^{\prime}=u^{\prime \prime} \alpha^{\prime}$, and $y=\beta^{\prime} y^{\prime}$.

In the result of applying del $_{p}$, the string $u$ flanked by two occurrences of $p$ is removed, provided that the contexts of those occurrences of $p$ are in the relation $\sim$. If from the non-empty word $u$ we get by $\operatorname{del}_{p}$ word $v$, we write $u \Rightarrow_{\text {del }_{p}} v$ and say that the word $u$ is recombined to $v$ by $\operatorname{del}_{p}$ operation.

We define the set of all contextual intramolecular operations under the guiding of $\sim$ as follows:

$$
\begin{aligned}
\widetilde{R}= & \left\{\operatorname{trl}_{p, q}, \operatorname{del}_{p} \mid(\alpha, p, \beta) \sim\left(\alpha^{\prime}, p, \beta^{\prime}\right),(\gamma, q, \delta) \sim\left(\gamma^{\prime}, q, \delta^{\prime}\right)\right. \\
& \text { for some } \left.\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma, \gamma^{\prime}, \delta, \delta^{\prime}, p, q \in \Sigma^{+}\right\} .
\end{aligned}
$$

Now, we define an intramolecular recombination (AIR) system as the language accepting device that captures series of dispersed homologous recombination events on a single micronuclear molecule with a scrambled gene.

Definition 3 An accepting intramolecular recombination system is a quadruple $G=\left(\Sigma, \sim, \alpha_{0}, w_{t}\right)$, where $R=(\Sigma, \sim)$ is the splicing scheme, $\alpha_{0} \in \Sigma^{*}$ is the start word, and $w_{t} \in \Sigma^{+}$is the target word.

The language accepted by $G$ is defined as $L(G)=\left\{w \in \Sigma^{*} \mid \alpha_{0} w \Rightarrow_{\widetilde{R}}^{*} w_{t}\right\}$.
To illustrate the definitions above we give the following examples.
Here we show some examples of application of contexts and of the recombination operations trl and del.
(i) Consider the word $w_{1}=a b c c b c c b a$ and the context $(a, b, c) \sim(c, b, a)$. The context is applicable to $w_{1}$ only in the following way: $\underline{a} \underline{b} \underline{c} c b c \underline{c} \underline{\widehat{b}} \underline{a}$, where by underline we marked the context and by hat we marked the pointers. Deletion del ${ }_{b}$ is applicable to $w_{1}$ in the context from above, i.e., $\underline{a} \widehat{\widehat{b}} \underline{c} b c \underline{c} \underline{\widehat{b}} \underline{a} \Rightarrow_{\text {del }_{b}}$ $a b a$.
(ii) Consider the word $w_{2}=a b c a b c c b a$ and the context $(a, b, c) \sim(c, b, a)$. This context we can apply to $w_{2}$ in two different ways: either $\underline{a} \widehat{b} \underline{c} a b c \underline{b} \widehat{b} \underline{a}$, or $a b c \underline{a} \widehat{b} \underline{c} \underline{c} \underline{b} \underline{a}$. In this way del ${ }_{b}$ being applied to $w_{2}$ produces two different results in the context $(a, b, c) \sim(c, b, a): \underline{a} \widehat{\widehat{b}} \underline{c} a b c \underline{\widehat{b}} \underline{a} \Rightarrow_{\operatorname{del}_{b}} a b a$ and $a b c \underline{a} \underline{\widehat{b}} \underline{c} \underline{c} \widehat{b} \underline{a} \Rightarrow$ del $_{b} a b c a b a$.
(iii) Here we show that contexts and pointers can have length greater than one. Consider the string $w_{3}=b a b a b a b a a a a b a a$ and the context $(b, a b a, b a) \sim$ $(a a a, a b a, a)$. The context is applicable to $w_{3}$ in the following two ways: either $\underline{b} \widehat{a b a} \underline{b a b a a a a} \widehat{a b a} \underline{a}$ or bababababaaaababa . In this way by applying del ${ }_{a b a}$ to the string $w_{3}$ in the context $(b, a \overline{b a}, b a) \sim(a a a, a b a, a)$ we get the following two results: $\underline{b} \widehat{a b a} \underline{b a b} \underline{a a a} \widehat{a b a} \underline{a} \Rightarrow_{\text {del }_{a b a}} b a b a a$ and $b a \underline{a} \widehat{a b a} \underline{\underline{a a a a}} \widehat{\widehat{a b a} a} \underline{a} \Rightarrow_{\text {del }_{a b a}}$ bababaa.
(iv) Consider the string $w_{4}=a b c a a b c a b c b a b c a a b$ and the contexts $\sigma_{1}=(a, b, c)$ $\sim(c, b, a)$ and $\sigma_{2}=(b c, a, a b c) \sim(c, a, a)$. Context $\sigma_{1}$ is applicable to $w_{4}$ in three different ways: either $\underline{a} \widehat{b} \underline{c} a a b c a b \underline{c} \underline{b} \underline{a} b c a a b$ or $a b c a \underline{a} \widehat{\widehat{b}} \underline{\underline{c}} a b \underline{\hat{c}} \widehat{b} \underline{a} b c a a b$ or $a b c a a b c \underline{a} \widehat{b} \underline{\underline{b}} \widehat{b} \underline{a} b c a a b$. Context $\sigma_{2}$ can be applied to $w_{4}$ only in one way $a b \underline{a} \widehat{a} a b c a b c b a b \underline{b} \underline{a} \underline{a} b b$. In this way, we can apply to $w_{4}$ reduction del ${ }_{b}$ either in one of the three different ways or reduction $\operatorname{del}_{a}$ or $\operatorname{trl}_{b, a}$ reduction in the contexts both $\sigma_{1}$ and $\sigma_{2}$. One can see, that $\operatorname{trl}_{a, b}$ is applicable to $w_{4}$ in the contexts $\sigma_{1}$ and $\sigma_{2}$ only in a single way: $\underline{a} \bar{b} \overbrace{\underline{\bar{c}}} \widehat{a} \overline{a b c c} a b \underline{c} \widehat{b} \overbrace{\underline{a} b \bar{c}} \widehat{a} \bar{a} b \Rightarrow_{\operatorname{trl}_{b, a}}$ $\widehat{a b} \overbrace{a b c} \widehat{a} a b c a b c \widehat{b} \overbrace{c} \widehat{a} a b$. By underline we marked the context for the pointer $b$ and by overline we marked the context for the pointer $a$.

As the summary of the example from above, to the same string the same context can be applied in many different ways and as the result, different words can be obtained from the same word by applications of the same operations.

In the next example we illustrate a recombination system.
We define an intramolecular recombination system accepting words of the form $a^{n} b^{n}$, where $n \geq 2$. $G=(\{\$, \#, 0,1\}, \sim, \$ 1 \# 0 \# 1, \$ 10 \# \#)$. We will define the splicing scheme $R=(\Sigma, \sim)$ so as for each word of the form $0^{n} 1^{n} 0 \# \#$ we would obtain the target $w_{t}=\$ 10 \# \#$ :
$\alpha_{0} 0^{n} 1^{n} 0 \# \#=\$ 1 \# 0 \# 10^{n} 1^{n} 0 \# \#=\$ 1 \# 0 \# \widehat{10} 0 \widehat{0} 00^{n-3} 1^{n-3} 1 \widehat{1} 1 \widehat{0} \# \# \Rightarrow \operatorname{trl}_{1,0}$ $\$ 1 \# 0 \# 1 \widehat{1} 0 \widehat{0} 00^{n-4} 1^{n-4} 1 \widehat{1} 1 \widehat{0} 0 \# \# \Rightarrow{ }_{\operatorname{trl}_{1,0}} \ldots . . \Rightarrow_{\operatorname{trl}_{1,0}} \$ 1 \# 0 \# 11^{k-1} \widehat{1} 0 \widehat{0} 00^{n-k-3}$ $1^{n-k-3} 1 \widehat{1} 1 \widehat{0} 0^{k-1} 0 \# \# \Rightarrow{ }_{\operatorname{trl}_{1,0}} \ldots . . \Rightarrow{ }_{\operatorname{trl}_{1,0}} \$ \widehat{1} \# \widehat{0} \# 11^{n-3} \widehat{1} 0011 \widehat{0} 0^{n-3} 0 \# \# \Rightarrow{ }_{\operatorname{trl}_{1,0}}$ $\$ 100110 \widehat{\#} 1^{n-1} \widehat{\#} 0^{n-1} 0 \# \# \Rightarrow_{\text {del }_{\#}} \$ 100110 \widehat{\#} 0^{n-1} \widehat{\#} \# \Rightarrow_{\text {del }_{\#}} \$ 1 \widehat{0} 011 \widehat{0} \# \# \Rightarrow_{\operatorname{del}_{0}}$ $\$ 10 \# \#=w_{t}$.

In this way, we need the following contexts in our splicing scheme:

| (a) $(\#, 1,0) \sim(1,1,10)$ | (f) $(1 \#, 0, \#) \sim(10011,0,0)$ |
| :--- | :--- |
| (b) $(1,1,0) \sim(1,1,10)$ | (g) $(0, \#, 1) \sim(1, \#, 0)$ |
| (c) $(10,0,0) \sim(1,0, \#)$ | (h) $(0, \#, 0) \sim(0, \#, \#)$ |
| (d) $(10,0,0) \sim(1,0,0)$ | (i) $(\$, 10,0) \sim(1,0, \# \#)$ |
| (e) $(\$, 1, \# 0) \sim(1,1,00110)$ |  |

In these contexts the recombination steps from the word $\$ 1 \# 0 \# 10000^{n-3} 1^{n-3}$ $1110 \# \#$ is looking like this (for each line $i$ the first column from the left contains notation of the word $w_{i}$, in the second column there are shown applicable contexts, the third column contains the word $w_{i}$, the forth column from the left contains contexts of the recombination operation, the fifth column contains the recombination operation of the string, context of the left pointer of the $\operatorname{trl}_{0}$ operation in the string is marked by underline, context of the right pointer is marked by overline, context for the del ${ }_{0}$ operation is marked by underline, pointers are marked by the hat).

| $w_{1}$ | (a)(c) | $\$ 1 \# 0 \# \underline{\widehat{1} \underline{\underline{0}} \overline{0} 0^{n-3} 1^{n-3} \underline{1} \underline{1} \underline{1} \# \# \#}$ | (a)(c) | $\operatorname{trl}_{1,0}$ |
| :---: | :---: | :---: | :---: | :---: |
| $w_{2}$ | (b)(d) | $\$ 1 \# 0 \# \underline{1} \underline{\hat{1} 0} \underline{0} \overline{0} 0^{n-4} 1^{n-4} \underline{1} \underline{1} \underline{1} 0 \overline{0} \# \#$ | (b)(d) | $\operatorname{trl}_{1,0}$ |
| $\ldots$ | $\cdots$ | $\cdots$-. | $\ldots$ | $\cdots$ |
| $w_{k}$ | (b)(d) | $\begin{aligned} & \$ 1 \# 0 \# 11^{k-2} \underline{\widehat{1}} \underline{\widehat{0}} \overline{0} 0^{n-k-3} 1^{n-k-3} \\ & \underline{1} \overline{1} \underline{1} \underline{0} \overline{0} 0^{k-2} 0 \# \# \end{aligned}$ | (b)(d) | $\operatorname{trl}_{1,0}$ |
| $\cdots$ | $\cdots$ |  |  |  |
| $w_{n-2}$ | (e)(f) | \$1\#0\# $11^{n-4} 110$ | (e)(f) | $\operatorname{trl}_{1,0}$ |
| $w_{n-1}$ | (g) | \$100110 ${ }^{(1)} 1^{n-3} \overline{1} \overline{\#} \overline{0} 0^{n-1} 0 \# \#$ | (g) | $\mathrm{del}_{\#}$ |
| $w_{n}$ | (h) |  | (h) | $\mathrm{del}_{\#}$ |
| $w_{n+1}$ | (i) | \$10001 $\widehat{1} 0$ | (i) | $\mathrm{del}_{0}$ |
| $w_{n+2}$ |  | \$10\#\# |  |  |

In this way, each word of the form $0^{n} 1^{n} 0 \# \#$ is accepted by our recombination system $G$. Words of the form $0^{n} 1^{m} 0 \# \#$, where $n \neq m$ are not accepted.

Indeed, assume $m<n$. To the word $w_{1}$ from the table above only the contexts (a) and (c) are applicable and so, we can use only $\operatorname{trl}_{1,0}$ operation which can produce only the single result. After application of either del ${ }_{1}$ or del ${ }_{0}$ to $w_{1}$ it is not possible to reach the target. Only the contexts (b) and (d) are applicable to the words $w_{i}$ with $2 \leq i \leq m-2$. Operation $\operatorname{trl}_{1,0}$ applied to $w_{i}$, $2 \leq i \leq m-2$ can produce only the single result. After application of either del ${ }_{1}$ or del ${ }_{0}$ to those words we cannot reach the target. In this way we get the string $w_{m-2}=\$ 1 \# 0 \# 11^{m-4} 110000^{n-m-1} 11000^{m-4} 0 \# \#$. Only the context (d) is applicable to $w_{m-2}$ and in this way, only del ${ }_{0}$ is applicable, but after that we cannot reach the target. The case when $m>n$ is proved in the same way.

## 4 The Computational Power of Intramolecular Contextual Recombinations

Here we show, that by using intramolecular contextual operations one can express any deterministic Turing machine. We prove that for any Turing machine $M$ over an alphabet $\Sigma$, we associate a recombination system $R$ over an alphabet $\Sigma^{\prime}$. Also, for any $w \in \Sigma^{*}$, we associate a word $w^{\prime} \in \Sigma^{* *}$ such that $w \in L(M)$ iff $w^{\prime} \in L(R)$. Intuitively, $R$ simulates $M$ in the following way: $w^{\prime}$ encodes both the word $w$, as well as all rules of $M$ in a large enough number of copies. It is important to have a large number of copies because in every step of the simulation, $R$ "consumes" one rule of $M$, which is then never "recovered".

Theorem 1 For any deterministic Turing machine $M=(S, \Sigma \cup\{\#\}, P)$ there exists an intramolecular recombination system $G_{M}=\left(\Sigma^{\prime}, \sim, \alpha_{0}, w_{t}\right)$ and a string
$\pi_{M} \in \Sigma^{* *}$ such that for any word $w$ over $\Sigma^{*}$ there exists $k_{w} \geq 1$ such that $w \in$ $L(M)$ if and only if $w \#^{5} \pi_{M}^{k_{w}} \#^{2} \in L\left(G_{M}\right)$.

Proof. Consider a deterministic Turing machine $M=(S, \Sigma \cup\{\#\}, P)$ containing $m$ rewriting rules in $P$. Each rule of $P$ we identify uniquely by an integer $1 \leq$ $i \leq m$, and a rule identified as $i$ we represent as $i: u_{i} \rightarrow v_{i}$. The configuration of the Turing machine can be represented by the string $\# w_{l} s_{q} a w_{r} \#$, where $a \in \Sigma$, $s_{q} \in S$ and $w_{l}, w_{r} \in \Sigma^{*}$.

We define a recombination system

$$
G_{M}=\left(\Sigma^{\prime}, \sim, \alpha_{0}, w_{t}\right)
$$

and a string $\pi_{M}$ for the Turing machine $M$ in the following way:

$$
\begin{aligned}
\Sigma^{\prime} & =S \cup \Sigma \cup\{\#\} \cup\left\{\$_{i} \mid 0 \leq i \leq m+1\right\} \\
\alpha_{0} & =\#^{4} s_{0}, \\
w_{t} & =\#^{4} s_{f} \#^{3}, \\
\pi_{M} & =\$_{0}\left(\prod_{\substack{1 \leq i \leq m \\
p, q \in \Sigma \cup\{\#\}}} \$_{i} p v_{i} q \Phi_{i}\right) \$_{m+1} .
\end{aligned}
$$

For a rewriting rule $i: u_{i} \rightarrow v_{i}$ of the Turing machine $M$ and all $c_{1}, c_{2}, d_{1}, d_{2}, d_{3}, p$, $q \in \Sigma \cup\{\#\}$ we define the relations:
(i) $\left(c_{1} c_{2}, p, u_{i} q d_{1} d_{2} d_{3}\right) \sim\left(\$_{i}, p, v_{i} q \$_{i}\right)$ and
(ii) $\quad\left(c_{1} c_{2} p u_{i}, q, d_{1} d_{2} d_{3}\right) \sim\left(\$_{i} p v_{i}, q, \$_{i}\right)$.

Also we define the relation
(iii) $\left(\# \# \# s_{f} \#, \#, \# \# \# \$_{0}\right) \sim\left(\$_{m+1}, \#, \#\right)$.

We have to prove the following claim: a word $w \in \Sigma^{*}$ is accepted by $M$ if and only if there is such $k_{w}$, that word $w \# \# \# \# \# \pi_{M}^{k_{w}} \# \#$ is accepted by $G_{M}$.

Let a word $w$ be accepted by the given Turing machine $M$, by the derivations $\# s_{0} w \# \Rightarrow{ }_{i_{1}} \# w_{l_{1}} s_{j_{1}} w_{r_{1}} \# \Rightarrow_{i_{2}} \# w_{l_{2}} s_{j_{2}} w_{r_{2}} \# \Rightarrow_{i_{3}} \ldots \Rightarrow_{k} \# w_{l_{k}} s_{j_{k}} w_{r_{k}} \# \Rightarrow_{k+1}$ $\ldots \Rightarrow_{n} \# s_{f} \#$. We prove that there is an integer $k_{w}$ big enough such that the word $w \#^{5} \pi_{M}^{k_{w}} \# \#$ is accepted by the recombinations $\alpha_{0} w \#^{5} \pi_{M}^{k_{w}} \# \#=\# \# \# \# s_{0} w \# \#$ $\# \# \# \pi_{M}^{k_{w}} \# \# \Rightarrow{ }_{\operatorname{tr}_{p_{1}, q_{1}}} \# \# \# \# w_{l_{1}} s_{j_{1}} w_{r_{1}} \# \# \# \# \# \pi_{1} \# \# \Rightarrow{ }_{\operatorname{tr}_{p_{2}, q_{2}}} \# \# \# \# w_{l_{2}} s_{j_{2}}$ $w_{r_{2}} \# \# \# \# \# \pi_{2} \# \# \Rightarrow{ }_{\operatorname{trl}_{p_{3}, q_{3}}} \ldots \Rightarrow_{\operatorname{trl}_{p_{k}, q_{k}}} \# \# \# \# w_{l_{k}} s_{j_{k}} w_{r_{k}} \# \# \# \# \# \pi_{k} \# \#$
$\Rightarrow_{\operatorname{trl}_{p_{k+1}, q_{k+1}}} \cdots \Rightarrow_{\operatorname{tr}_{p_{n}, q_{n}}} \# \# \# \# s_{f} \# \# \# \# \# \pi_{n} \# \#$, where $w_{l_{i}}, w_{r_{i}} \in \Sigma^{*}, s_{j_{i}} \in$ $S$ and $\pi_{i} \in \Sigma^{* *}$ for all $1 \leq i \leq n$ and $\pi_{i+1}$ differs from $\pi_{i}$ only by a substring $u_{i}$ which replaces substring $v_{i}$ in $\pi_{i}$.

Since for each $k<n$ there is a rule $i_{k}$ applicable to $\# w_{l_{k}} s_{j_{k}} w_{r_{k}} \#$, then $\# w_{l_{k}} s_{j_{k}} w_{r_{k}} \#=w_{l_{k}}^{\prime} p u_{i_{k}} q w_{r_{k}}^{\prime}$, where $s_{j_{k}}$ is in $u_{i_{k}}, p, q \in \Sigma \cup\{\#\}$ and $w_{l_{k}}^{\prime}, w_{r_{k}}^{\prime} \in$ $(\Sigma \cup\{\#\})^{*}$. We suppose, that the string $\pi_{k}$ contains at least one copy of the substring $p v_{i_{k}} q$, i.e., $\pi_{k}=\$_{0} \$_{1} \omega^{\prime} \$_{i_{k}} p v_{i_{k}} q \$_{i_{k}} \omega^{\prime \prime} \$_{m} \$_{m+1}$. Then there are two relations in our recombination system such as $\operatorname{trl}_{p, q}$ operation is applicable to the string $\# \# \# w_{l_{k}}^{\prime} p u_{i_{k}} q w_{r_{k}}^{\prime} \# \# \# \# \pi_{k} \# \#$.

Indeed, these relations are $(i)\left(c_{1} c_{2}, p, u_{i_{k}} q d_{1} d_{2} d_{3}\right) \sim\left(\$_{i_{k}}, p, v_{i_{k}} q \$_{i_{k}}\right)$ and (ii) $\left(c_{1} c_{2} p u_{i_{k}}, q, d_{1} d_{2} d_{3}\right) \sim\left(\$_{i_{k}} p v_{i_{k}}, q, \$_{i_{k}}\right)$. In this way, we can obtain the string $w_{l_{k}}^{\prime \prime} p v_{i_{k}} q w_{r_{k}}^{\prime \prime} \$_{0} \$_{1} \omega^{\prime} \$_{i_{k}} p u_{i_{k}} q \$_{i_{k}} \omega^{\prime \prime} \$_{m+1} \# \#=\#^{4} w_{l_{k+1}} s_{j_{k+1}} w_{r_{k+1}} \#^{5} \pi_{k+1} \#^{2}$ from the string of $\# \# \# w_{l_{k}}^{\prime} p u_{i_{k}} q w_{r_{k}}^{\prime} \# \# \# \# \pi_{k} \# \#=w_{l_{k}}^{\prime \prime} p u_{i_{k}} q w_{r_{k}}^{\prime \prime} \$_{0} \$_{1} \omega^{\prime} \$_{i_{k}} p v_{i_{k}} q \$_{i_{k}} \omega^{\prime \prime}$ $\$_{m+1} \# \#$, where $w_{l_{k}}^{\prime \prime}=\# \# \# w_{l_{k}}^{\prime}=w_{l_{k}}^{\prime \prime \prime} c_{1} c_{2}$ and $w_{r_{k}}^{\prime \prime}=w_{r_{k}}^{\prime} \# \# \# \#=d_{1} d_{2} d_{3} w_{r_{k}}^{\prime \prime \prime}$.

In this way, for each derivation step $\# w_{k} \# \Rightarrow i_{i_{k}} \# w_{k+1} \#$ from the Turing machine $M$ we have the corresponded recombination step $\# \# \# \# w_{k} \# \# \# \# \# \pi_{k} \#$ $\# \Rightarrow{ }_{\operatorname{trl}_{p_{k}, q_{k}}} \# \# \# \# w_{k+1} \# \# \# \# \# \pi_{k+1} \# \#$, in the recombination system $G_{M}$.

Now, we have to provide the number $k_{w}$ of copies of the $\pi_{M}$ big enough, so as for each derivation $\# w_{k} \# \Rightarrow i_{i_{k}} \# w_{k+1} \#$ we would have at least a copy of the substring $v_{i_{k}}$ in the substring $\pi_{k}$. Such number $k_{w}$ exists and it is Turing computable. Indeed, this can be for instance $k_{w} \geq n$, i.e., the number of derivations of $M$ in order to accept the word $w$.

In this way, if $w$ is accepted by $M$ by the derivations $\# s_{0} w \# \Rightarrow \ldots \Rightarrow \# s_{f} \#$, then we can have recombination of $\# \# \# \# s_{0} w \# \# \# \# \# \pi_{M}^{k_{w}} \# \#$ to $\# \# \# \# s_{f} \#$ $\# \# \# \# \pi_{n} \# \#$ by trl operations in $G_{M}$. In order to accept $w \# \# \# \# \# \pi_{M}^{k w} \# \#$ in $G_{M}$, we have to recombine $\# \# \# \# s_{f} \# \# \# \# \# \pi_{n} \# \#$ to the target $w_{t}=$ $\# \# \# \# s_{f} \# \# \#$. This can be done by the deletion operation in the relation (iii): $\# \# \# \# s_{f} \# \# \# \# \# \pi_{n} \# \# \Rightarrow_{\text {del }_{\#}} \# \# \# \# s_{f} \# \# \#$.

Now, we prove, that for each word \#\#\#\#sow\#\#\#\# $\pi_{M}^{k_{w}} \# \#$ accepted by the recombination system $G_{M}$, Turing machine $M$ accepts word $w$ too.

Assume, that there is such $w \in \Sigma$, that $\# \# \# \# s_{0} w \# \# \# \# \# \pi_{M}^{k_{w}} \# \#$ is accepted by $G_{M}$ for some $k_{w}>0$, but it is not accepted by $M$. That means, there are recombination operations possible which do not correspond to the derivation rules from $M$, i.e., there are possible recombinations of the form $\# \# \# \# w^{\prime} \# \# \# \# \# \pi^{\prime}$ $\# \# \Rightarrow_{\tilde{R}} w^{\prime \prime}$, where $w^{\prime} \in(\Sigma \cup S)^{*},\left|w^{\prime}\right|_{S}=1, \pi^{\prime}, w^{\prime \prime} \in \Sigma^{* *}$ and the recombination is not of the form \#\#\# $\omega^{\prime \prime \prime} p u_{i} q \omega^{i v} \# \# \# \# \omega^{v} \$_{i} p v_{i} q \$_{i} \omega^{v i} \# \# \Rightarrow{ }_{\operatorname{trl}_{p, q}}$ $\# \# \# \omega^{\prime \prime \prime} p v_{i} q \omega^{i v} \# \# \# \# \omega^{v} \$_{i} p u_{i} q \$_{i} \omega^{v i} \# \#$, where $\omega^{\prime \prime \prime}, \omega^{i v} \in(\Sigma \cup\{\#\})^{*}, \omega^{v}, \omega^{\omega i}$ $\in \Sigma^{*}$ and $p, q \in \Sigma \cup\{\#\}$. Such recombinations exist.

Assume, relation of the form $(i)$ or $(i i)$ is applicable to the string $\# \omega^{v i i} c_{1} c_{2} p u_{i} q$ $d_{1} d_{2} d_{3} \omega^{v i i i} \# \$_{0} \omega^{i x} \$_{i} p v_{i} q \$_{i} \omega^{x} \$_{m+1} \# \#$, where $\omega^{v i i}, \omega^{v i i i} \in(\Sigma \cup\{\#\})^{*}, \omega^{i x}, \omega^{x} \in$ $\Sigma^{* *}$ and $c_{1}, c_{2}, d_{1}, d_{2}, d_{3}, p, q \in \Sigma \cup\{\#\}$, which is obtained from \#\#\#\#sow\#\# $\# \# \$_{0} \pi_{M}^{k_{w}} \# \#$ only by translocations corresponding to the rules from $P$. Relation (ii) is not applicable to the string because we do not have substring $\# \# \# s_{f} \#$ in $\# \omega^{v i i} c_{1} c_{2} p u_{i} q d_{1} d_{2} d_{3} \omega^{v i i i} \# \$_{0} \omega^{i x} \$_{i} p v_{i} q \$_{i} \omega^{x} \$_{m+1} \# \#$. Here we may have either:

Case del: $\varpi=\# \omega^{v i i} c_{1} c_{2} p u_{i} q d_{1} d_{2} d_{3} \omega^{v i i i} \# \$_{0} \omega^{i x} \$_{i} p v_{i} q \$_{i} \omega^{x} \$_{m+1} \# \# \Rightarrow_{\text {del }_{p}} \#$
$\omega^{v i i} c_{1} c_{2} p v_{i} q \$_{i} \omega^{x} \$_{m+1} \# \#=\varpi^{\prime}$ in the relation of the type $(i)$, or $\# \omega^{v i i} c_{1} c_{2}$ $p u_{i} q d_{1} d_{2} d_{3} \omega^{v i i i} \# \$_{0} \omega^{i x} \$_{i} p v_{i} q \$_{i} \omega^{x} \$_{m+1} \# \# \Rightarrow{ }_{\text {del }}^{q}\left(\# \omega^{v i i} c_{1} c_{2} p u_{i} q \$_{i} \omega^{x} \$_{m+1}\right.$ $\# \#=\varpi^{\prime \prime}$ in the relation of the type (ii). Since relations of types $(i)$ and (ii) both consider pair of pointers, one of which is from the left side and another one is from the right side of the substring \#\#\#\#\# $\$_{0}$ of string $\varpi$, substring $\# \# \# \# \# \$_{0}$ is deleted, we obtain either $\varpi^{\prime}$ or $\varpi^{\prime \prime}$ and after that it is not possible to reach by the recombination the string where the relation (iii) is applicable. Moreover, after the deletion operation either in the relation $(i)$ or relation $(i i)$, it is not possible to remove from the string symbol $\$_{m+1}$ in the relations $(i)$ and (ii). Indeed, in any recombination in the relations $(i)$ and $(i i)$ of strings $\varpi^{\prime}$ and $\varpi^{\prime \prime}$ the suffix $\$_{m+1} \# \#$ is not affected.

Case trl: $\varpi=\# \omega^{v i i} c_{1} c_{2} p u_{i} q d_{1} d_{2} d_{3} \omega^{v i i i} \# \$_{0} \omega^{x i} \$_{i} p v_{i} q \$_{i} \omega^{x i i} \$_{i} p v_{i} q \$_{i} \omega^{x i i i} \$_{m+1} \#$ $\# \Rightarrow{ }_{\operatorname{trl}_{p, q}} \# \omega^{v i i} c_{1} c_{2} p v_{i} q \$_{i} \omega^{x i i} \$_{i} p v_{i} q d_{1} d_{2} d_{3} \omega^{v i i i} \# \$_{0} \omega^{x i} \$_{i} p u_{i} q \$_{i} \omega^{x i i i} \$_{m+1} \#$ $\#=\varpi^{\prime \prime \prime}$ in the relations $(i)$ and (ii), where $\omega^{x i}, \omega^{x i i}, \omega^{x i i i} \in \Sigma^{* *}$. Assume $u_{j}$ is the substring of $p v_{i} q$. There is no context applicable to the string $\varpi^{\prime \prime \prime}$. Indeed, according to the definition of the Turing machine from above, the maximal length of the suffix containing $S$-symbol as the prefix in the right side of a derivation rule is 3 (type (3) $v_{i}=a_{i} s_{j_{i}} \sqcup \#$ or type (5) $v_{i}=$ $\# s_{j_{i}} \sqcup a_{i}$, we represent $v_{i}$ as $v_{i}=a_{i}^{\prime} s_{i_{j}} a_{i}^{\prime \prime} a_{i}^{\prime \prime \prime}$, where $\left.a_{i}^{\prime}, a_{i}^{\prime \prime}, a_{i}^{\prime \prime \prime} \in(\Sigma \cup\{\#\})\right)$ and in the rule of the type (7) $\left(a s_{f} \rightarrow s_{f}\right) S$-symbol is the rightmost-symbol in the left side of the rule. There are no other types of rules where $S$-symbol is the rightmost in the left side of the rule. In this way, we consider that $s_{j_{i}}=s_{f}$. I.e., we have substring $p v_{i} q \$_{i}=p a_{i}^{\prime} s_{f} a_{i}^{\prime \prime} a_{i}^{\prime \prime \prime} q \Phi_{i}$. Relations $(i)$ and (ii) are not applicable. Indeed, to the right from $S$-symbol we need to have at least 4 symbols not equal to $\$_{i}$ in order to satisfy the left condition of $(i)$ and (ii) (i.e., $\left(c_{1} c_{2}, p, u_{i} q d_{1} d_{2} d_{3}\right)$ and $\left.\left(c_{1} c_{2} p u_{i}, q, d_{1} d_{2} d_{3}\right)\right)$. Similarly, we can show that to the left from $S$-symbol we need to have at least 3 symbols not $\$_{i}$ in order to satisfy the left conditions of the relations $(i)$ and $(i i)$. There are no other places in the string $\varpi^{\prime \prime \prime}$ where left conditions of $(i)$ and (ii) are satisfied, i.e., relations $(i)$ and (ii) are not applicable as soon as the translocation involving symbols $\$_{i}$ is used.

There are no other recombinations possible in the relations $(i),(i i)$ and (iii). It follows then, that as soon as we have recombination not corresponding to a rule from $P$, the target $w_{t}$ cannot be reached, i.e., word $w \# \# \# \# \# \pi_{M}^{k_{w}} \# \#$ is accepted by $G_{M}$ if and only if $w$ is accepted by $M$.

## 5 Final Remarks

In [7] the equivalence between a Turing machine language and a set of multisets of words was explored. Since we are working with the intramolecular model, we
can prove here a universality result in a standard way, showing the equivalence of two families of languages.
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