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Abstract

Networks of evolutionary processors are distributed communicating compu-
tational devices motivated by cell biology. It is known that every recursively
enumerable language can be generated by some network of evolutionary pro-
cessors with three nodes modulo a terminal alphabet. In this paper we
present an unexpected result that networks of evolutionary processors with
two nodes using only insertion and deletion operations are still powerful and
can generate non-recursive languages.
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1 Introduction

Starting from the premise that data can be given in the form of words,
[6] introduces a concept called network of parallel language processors in the
aim of investigating this concept in terms of formal grammars and languages.
The main idea is that one can place a language generating device (grammar,
Lindenmayer system, etc.) in any node of an underlying graph which rewrites
the words existing in the node, then the words are communicated to the other
nodes. Words can be successfully communicated if they pass some output
and input filter.

In [3, 4], this concept was modified in the following way inspired from
cell biology. Each processor placed in a node is a very simple processor, an
evolutionary processor. By an evolutionary processor we mean a processor
which is able to perform very simple operations, namely point mutations in
a DNA sequence (insertion, deletion or substitution of a pair of nucleotides).
More generally, each node may be viewed as a cell having genetic information
encoded in DNA sequences which may evolve by local evolutionary events,
that is point mutations.

More formally, a network of evolutionary processors (NEP shortly) con-
sists of a graph of nodes having operations and filters. A language is associ-
ated with a node at any moment of time. The simplest operations considered,
such as insertion, deletion and substitution of one symbol. More powerful
variants are not very interesting from the computational viewpoint: sub-
stitution of up to two symbols by up to two symbols are already universal
(type-0 grammars) (see, for example, [14]), while insertion/deletion systems
are universal with weights 2/3 and 3/2 (see [12]).

A computation consists of two kinds of steps: a derivation step and a
communication step. In a derivation step any node generate new language
from language associated with it. In a communication step a node sends
generated words to other nodes in the case if outgoing words can pass an
output filter of the node and takes words sent by the other nodes if the words
can pass an input filter of the node (input and output filters are regular sets).
The language generated by a network of evolutionary processors consist of
all (terminal) words which occur in the language associated with a given
(output) node.

In our previous work we improved the existing universality results for
NEPs with five and six nodes (see [4]) down to four nodes (three nodes, if we
consider output words only in the terminal alphabet) and considered a variant
of NEP (called mNEP) where operations of different kinds (symbol insertion,
symbol substitution and symbol deletion) are allowed in the same node. We
proved that mNEPs with two nodes are already enough for universality. This
is not true for mNEPs with one node (thus we obtain the optimal result for
mNEPs), while mNEPs with one node generate any recursively enumerable



language modulo a terminal alphabet [1].

In this paper we present an unexpected result that we can avoid sym-
bol substitution and use only symbol deletion and symbol insertion oper-
ations and obtain still powerful NEPs with two nodes (they can generate
non-recursive languages). Finally, we formulate some open problems.

2 Preliminaries

Consider a finite alphabet V. Given a word u € V*, we define the following
sets (partial prefixes, partial suffixes and non-empty suffixes of u, respec-
tively).

PPref(u) = {z|u=uzy, [y|> 1},
PSuf(u) = {ylu=uwy, [z| > 1},
NSuf(u) = {ylu=uw=y, |y|>1}.

We will use the following notations for some known language families.
REG, CS, REC, RE stand for regular, context-sensitive, recursive and re-
cursively enumerable languages, respectively.

2.1 Networks of Evolutionary Processors

Definition 1 A NEP of size n is a tuple T = (V, Ny, -+ , Ny, G), where V
is the alphabet and N; = (M;, A;, I;, O;) is the i-th node, 1 < i < n:

e M, is a finite set of evolutionary rules of a certain type, i.e.,
M; € 28e=blabeVE (oybstitution rules) or
M; € 280=Xe€VE (deletion rules) or
M; € 2D2MEVE finsertion rules).

e A; is a finite set of strings over V (the initial strings).

e [; and O; are reqular languages over V specifying conditions for a string
to enter and to erit a node, respectively (the input and the output fil-
ters).

Finally, G = ({Ny,---, Np}, E) is an undirected graph specifying the under-
lying network. Let us denote the complete graph without loops by K, and the
complete graph with loops by K.

The configuration C' = (C[1],--- ,C[n]) of the system consists of the sets
of strings appearing in each node.



e Evolution step C' = (C[1],---,C[n]) = C" = (C'[1],---,C"[n]):
C'lt] = M;(Cli]) = Urem, wecrr(w), where r(w) is the set of strings
that can be obtained by one application of rule r to a string w, if r is
applicable to w, or {w} otherwise.

e Communication step C = (C[1],---,C[n]) F C' = (C'[1],--- ,C"[n]):
C'i] = CliI\ O UU w, nper CLIINO; N .

A computation consists of a sequence of configurations C;, where Cy = (Ay,

-, Ap), Cy = Cyyq and Cyiyq F Coiyo for i > 0. The result of a (possibly
infinite) computation is a language collected in a designated node Ny, called
the output node. Thus, L;(I') = U;>oCik].

3 Main Result

Theorem 1 There exists a morphism p such that for any L € RE, L C T,
where T 1s a finite alphabet, there is a NEP I with two nodes such that

pH(Ly(TYNT*) = L.

Proof. Consider a type-0 grammar G = (N, T, P, S), where N is a non-
terminal alphabet, T" is a terminal alphabet, N NT = (3, P is a finite set of
rewriting rules v — v, v € (NUT)*N(NUT)*, v € (NUT)*, S € N and
L(G) = L.

We define a morphism p by p(a) = aa for a € NUT and plaw) =
pla)p(w), a € NUT, w e (NUT)*. Let us denote P' = {p; | p€ P, 1 <
i <4}, W = {u(w) |we (NUT)*}. We construct the following NEP with
two nodes:

T = (V,(My, AT, Ou), (Ms, Ay, I, O5), H), where
V=P UNUT, H=K),
Mi={\—p;|ppeP,1<i<4}U{N—alac NUT},
Ar={u(9)},
L =W,
O, =V \WRy W,
My={p;—=>XN|peP,1<i<4}U{a—AN|lae NUT},
Ay =10,
I, =WR, W,
Oy = V*\ W Ry, W.

We define R, i, Ri2 and Ry as follows:
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Ry = |J pw(u), pua(u)ps, ppope(u)ps, pipapu(u)psps}

pru—veEP

U {pipaps(u) } PPref(pu(v)){pspa})
\{pipops(u)psps | p:u — X € P},
Riy = A{pipop(uv)psps | p:u — v € P},

Ry = U ({p1p2} PSuf (pu(u)){p(v)pspa}

piu—veP

U {past(v)p3pa, 2pt(v)pa, p(v)pa}).

The output and input filters are defined in order to remove the garbage
and communicate the strings that should change the type of operation, keep
only the strings that should continue to evolve by operations of the same type.
Since morphism p(a) = aa is introduced, the strings obtained by applying
rules to the left or to the right of the place of application of the current rule
no longer satisfy the parity (recall that W = {aa | « € N UT}*), so they
leave the system.

Claim: p='(Lo(T)NT*) = L.

The “correct” simulation of one production is the following.
Consider application of a production p : a;---ay — by ---b; to a sentential

form aay - - asf3; let x = p(a), y = u(B).

e In Nyi: xajay - asasy =A7P1 rpraray - - - asag5Y
=AP3 TPp1a1ay *+ * AgQsP3y =P Tp1p20a1ay -+ - AslsP3Y
=NV D paayay - - - asaspspay =70 apipaaray - - - agagbipspay
=AP0 ppipaaran - - - asasb b1 pspay =T TPLP2a1ay - - - Agagbiby - - byDspay
=270 wpipaaray - - asaghiby - - bsbspspay

o In Ny: apipeaiay - - - asa,b1by - - - bsbspspay
=Y T Paay -+ Assbiby -+ - bbspspay = TP1Paasasbiby - - - bsbspspay
=070 2p1Paasbiby - - - Dybypspay =7 xpipabiby - - - bybypspay
=PI 2pobiby - - - bybypspay =P3 7 xpabiby - - - bybypay
:>p2ﬁ/\ .'L’blbl s bsbsp4y :>p4ﬁ/\ .'L’blbl v bsbsy

Notice that if production can be applied to the same sentential form in
different ways (multiple productions and/or multiple places to apply them),
then the corresponding number of strings is produced in the first step (in-
serting marker p; associated to the production, to the left of the applica-
tion place). The rest of the simulation is “deterministic”: starting from
rpirajay - - - asagy, the result xbiby - - - bsbsy is obtained according to the the
derivations above, while all other strings are discarded.
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The strings that leave one node and enter another one are: O; NIy = I,
and O,NI; = I;. All other strings that leave any node do not enter anywhere.

Case 1: “incorrect” insertions in node N;. Case 2: “incorrect” deletions
in node N,. The only strings that remain in the system are listed in the
tables below, 5 situations in either case.

The following tables illustrate the behaviour of a string.

N Shape in NV Aopi Aops Aops Aops AoA
1 W 2 out out out out
2 Wpip(u)W out 3  out out out
3 Wpiu(u)psW out out 4  out out
4 Wpipop(u)psW out out out 5 out
5 Wpipap(u)

‘PPref(u(v))pspsW | out  out out out 5,Ny(1)
N Shape in NV, PImA  p3mA paoA pamA Ao
1 WpipaNSuf(pu(u))

(V) p3spsW out out out out 1,2
2 Wpipap(v)pspsW 3 out out out out
3 Wpop(v)pspsW n/a 4  out out out
4 Wpap(v)psW n/a n/a 5 out  out
5 Wu(v)psW n/a n/a n/a  Ni(1) out

These tables illustrate the fact that if a symbol is inserted or deleted in
a way that does not follow the “correct” simulation, than the string leaves
the system.

Finally, consider Lo(G) U T. Tt is the set of all strings obtained in N
without non-terminal symbols and without markers. Hence, all of them are
obtained from shape 5 of N, by deleting the marker ps. This exactly corre-
sponds to the set of terminal strings produced by the underlying grammar
G, all letters being represented by a double repetition, i.e., encoded by pu.

O

Corollary 1 There exists a NEP T with two nodes such that Ly(T") ¢ REC.

Let us take L ¢ REC'. Since the family of recursive languages is closed under
intersection with regular languages, Lo(I') N T* = L implies Ly(T') ¢ REC.

4 Discussion

The computational power of networks of evolutionary processors presents a
considerable interest, so we try to characterize it, depending on the number
of nodes and operations allowed.



Below is a short summary of the best known results ([0] means this article)
and open questions we consider interesting.

All 2 REG statements are obtained from the impossibility to generate a
language (aa)*, see [1]. All  REC statements are obtained by arguments
similar to that in Corollary 1. The statements C C'S are valid for networks
generating words by only insertion and verifying a regular condition: it can
easily be done with linear workspace.

Clearly, considering a more general system we can transfer the results
on the lower bounds, while considering a particular case we can transfer the
results on the upper bounds.

n | types of rules | NT™ | encoded power ref
1| all, mixed yes no RE [1]
1| all, mixed no no Z REC, 2 REG | [1]
1| all, mixed no yes Z REC,? [1]
2 | all, mixed no no RE [1]
3 all, one yes no RE [1]
3 all, one no no Z REC,? 1]
3 all, one no yes Z REC,? [1]
4 all, one no no RE [1]
n | types of rules | NT™ | encoded power ref
1 | insdel, mixed | no no 2 REG,? 0]
1 | insdel, mixed | yes no 2 REG,? 0]
1 | insdel, mixed | no yes 2 REG,? 0]
1 | insdel, mixed | yes yes 2 REG,? 0]
2 | insdel, mixed | no no ¢ REC, ? 0]
2 | insdel, mixed | yes no Z REC,? 0]
2 | insdel, mixed | no yes ¢ REC,? 0]
1 ins, one yes yes 2 REG,? 0]
1 ins, one no no 2 REG, CCS | [0]
1 ins, one yes no 2 REG, CCS | [0]
1 ins, one no yes 2 REG,? 0]
2 | insdel, one yes yes RE 0]
2 | insdel, one no no ¢ REC, ? 0]
2 | insdel, one yes no ¢ REC,? 0]
2 | insdel, one no yes ¢ REC,? 0]
3 | insdel, one no no Z REC,? 0]
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