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Abstract

It is proved that the set of scattered substrings of a language recognized by
an n-state DFA requires at least 2n/2−2 states (the known upper bound is
2n), with witness languages given over an exponentially growing alphabet.
For a 3-letter alphabet, scattered substrings are shown to require at least
2
√

2n−6 states. A similar state complexity function for scattered superstrings
is shown to be 2n−2 + 1 for an alphabet of at least n− 2 letters, and strictly
less for any smaller alphabet. For a 3-letter alphabet, the state complexity

of scattered superstrings is at least 1
5
4
√

n
2 n−

3
4 .
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1 Introduction

This paper contributes to the active research on the state complexity of
operations on deterministic finite automata [1, 2, 5, 6, 7, 8, 9, 10, 11] by
investigating the following operations. Let L be a language over the alphabet
Σ∗. The language of scattered substrings of L is defined as

f1(L) = {a1 . . . an | x0a1x1 . . . anxn ∈ L for some xi ∈ Σ∗}.
The language of scattered superstrings of L is

f2(L) = {x0a1x1 . . . anxn | xi ∈ Σ∗ and a1 . . . an ∈ L}.
The state complexity of these operations with respect to nondeterminis-
tic automata (NFA) has recently been determined by Gruber, Holzer and
Kutrib [4], who established that for a language L given by an n-state NFA,
n states in an NFA are necessary and sufficient to represent f1(L) or f2(L).

If L is recognized by an n-state DFA, then a DFA with 2n states is clearly
sufficient to represent f1(L) and f2(L). The question is, whether this number
of states is necessary?

For a related operation of taking ordinary (contiguous) substrings, defined
as

f3(L) = {w | xwy ∈ L for some x, y ∈ Σ∗},
it was established by Shallit [11] that 2n−1 states are sufficient to represent
f3(L) for all n-state languages L, and that this bound is tight already for a
2-letter alphabet.

The state complexity of scattered substrings has recently been studied by
Gruber, Holzer and Kutrib [4], who have shown, in particular, that the set of
scattered substrings of an n-state language over a

√
n-letter alphabet requires

at least 2Θ(
√

n log2 n) states. Two related results are obtained in the present
paper. First, for an exponentially growing alphabet it is proved that the set
of scattered substrings of an n-state language requires at least 2

n
2
−2 states,

which yields a 2Θ(n) estimation of the state complexity of this operation.
Second, it is shown that for a fixed 3-letter alphabet, the state complexity is
at least 2

√
2n+30−6.

The cited paper by Gruber, Holzer and Kutrib [4] also mentions the
state complexity of scattered superstrings: it is stated that, again, for a

√
n-

letter alphabet the state complexity is at least 2Θ(
√

n log2 n). This estimation
is improved in the present paper: it is established that 2n−2 + 1 states are
sufficient to represent the set of scattered substrings of any n-state language,
and that this number of states is necessary for every alphabet of at least n−2
letters. Furthermore, it is proved that if the number of letters is reduced,
then this upper bound cannot be reached. At the same time, for a fixed 3-
letter alphabet it is shown that this operation requires at least Cb

√
n
2
c states,

where Ck is the k-th Catalan number; this is at least 1
5
4
√

n
2 n−

3
4 .
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2 Definitions

A deterministic finite automaton (DFA) is a quintuple (Σ, Q, δ, q0, F ), in
which Σ is an input alphabet, Q is a finite set of states, δ : Q× Σ → Q is a
total transition function, q0 ∈ Q is the initial state, and F ⊆ Q is the set of
accepting states. A state of a DFA is called dead if no strings are accepted
starting from it.

A nondeterministic finite automaton (NFA) is a quintuple (Σ, Q, δ,Q0, F )
with a set of initial states Q0 ⊆ Q and with a nondeterministic transition
function δ : Q × Σ → 2Q. Any NFA can be converted to an equivalent
DFA with the set of states 2Q; this transformation is known as the subset
construction.

The state complexity of a regular language L, denoted sc(L), is the least
number of states in any DFA accepting L.

Consider a k-ary operation on languages f : (2Σ∗)k → 2Σ∗ that pre-
serves regularity in the sense that for all regular L1, . . . , Lk the language
f(L1, . . . , Lk) is regular as well. Define the state complexity function of
f as scf : Nk → N, so that scf (n1, . . . , nk) equals the greatest value of
sc(f(L1, . . . , Lk)) over all vectors of languages (L1, . . . , Lk) with sc(Li) = ni

for all i.

3 Scattered substrings

The set of scattered substrings of a given NFA can be recognized by an NFA
with the same number of states. Essentially the following construction has
been given by Gruber et al. [3]:

Lemma 1. Let A = (Σ, Q, q0, δ, F ) be a DFA and consider an NFA B =(
Σ, Q, {δ(q0, u) | u ∈ Σ∗}, δ′, F ′), where δ′(q, a) = {δ(q, au) | u ∈ Σ∗} and

F ′ = {q′ | ∃u ∈ Σ∗ : δ(q′, u) ∈ F}. Then B recognizes the set of scattered
substrings of L(A).

The strings u in the definition correspond to the contiguous substrings
erased from w ∈ L(A) to obtain a scattered substring of w.

This, in particular, gives a 2n upper bound on the state complexity of this
operation. This upper bound can be closely approached by a lower bound
using a growing alphabet of an exponential size:

Lemma 2. Let Ak be a (2k + 2)-state DFA over the (2k + 1)-symbol al-
phabet

{
aX

∣∣ X ⊆ {0, 1, . . . , k − 1} } ∪ {c} and with the set of states
{q0, . . . , qk−1, r0, . . . , rk−1, qacc, qdead}, of which q0 is the initial state and qacc

is the sole accepting state. The transitions of Ak are defined as follows (un-
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defined transitions go to qdead):

δ(qi, aX) =

{
ri, if i ∈ X
∅, otherwise

δ(qi, c) = qi+1 (mod k)

δ(ri, a{i}) = qacc

Then every DFA for the language of all scattered substrings of L(Ak) requires
at least 2k states.

The automaton A3 over the alphabet {a∅, a{0}, a{1}, a{2}, a{0,1}, a{0,2},
a{1,2}, a{0,1,2}, c} is given in Figure 1.

Figure 1: DFA Ak from Lemma 2, for k = 3; undefined transitions go to
qdead.

The strongly connected component {q0, . . . , qk−1} constitutes a “switch-
box”, while the states r0, . . . , rk−1 are “memory cells”. The idea of the con-
struction is that a transition by aX sets all cells corresponding to the numbers
in X (or, to be more precise, clears all cells corresponding to the numbers
not in X), and then the symbols a{i} are used to probe the values in these
cells.

Proof. Consider the NFA constructed for the set of scattered substrings of
L(Ak) according to Lemma 1. The corresponding DFA obtained by the subset
construction has the set of all states as the initial subset. By each symbol aX ,
the DFA goes to the subset SX = {ri | i ∈ X}∪S ′X , where S ′X ⊆ {qacc, qdead}.

Consider any two subsets of this form. If SX and SY with X 6= Y , then
there exists i ∈ X ∆ Y . Assume, without loss of generality, that i ∈ X and
i /∈ Y . Then ri ∈ SX and ri /∈ SY , and the one-symbol string a{i} is accepted
from SX and is not accepted from SY .

Hence, 2k reachable and pairwise inequivalent subsets have been con-
structed, which establishes the lemma.
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At the same time, a superpolynomial upper bound can be achieved using
a fixed 3-letter alphabet:

Lemma 3. Let k > 1 and let k′ = 2dlog2 ke be k rounded up to the next power
of 2. Let A′

k be a DFA over Σ = {a, b, c} with the set of states Q ∪ R ∪ P ∪
{qdead}, where

Q = {qi | 0 6 i 6 k − 1} ∪ {q′i | 0 6 i 6 k − 2},
R = {ri,j | 0 6 i < j 6 k − 1}
P = {pi | 1 6 i < k′ + k},

of which q0 is the initial state and p1 is the sole accepting state. The transi-
tions of A′

k are defined as follows (with the rest of transitions going to qdead):

δ(qi, c) = q′i (0 6 i 6 k − 2)

δ(q′i, c) = qi (0 6 i 6 k − 2)

δ(qi, a) = ri,i+1 (0 6 i 6 k − 1)

δ(q′i, s) = qi+1 (0 6 i 6 k − 2, s ∈ {a, b})
δ(ri,j, s) = ri,j+1 (0 6 i < j 6 k − 1, s ∈ {a, b})

δ(ri,k−1, s) = pk′+i (0 6 i 6 k − 2, s ∈ {a, b})
δ(qk−1, a) = pk′+k−1

δ(p2i, a) = pi (1 < 2i < k′ + k)

δ(p2i+1, b) = pi (1 < 2i + 1 < k′ + k)

Then A′
k contains at most k2+9k−4

2
states, while every DFA for the language

of all scattered substrings of L(A′
k) requires at least 2k states.

These automata are illustrated in Figure 2. This construction simulates
the operation of the automata from Lemma 2 by using long “wires” to trans-
fer values (instead of an instant transfer by the means of exponentially many
symbols). Now each strongly connected component {qi, q

′
i} is a “switch-box”,

while pk′+i is the corresponding “memory cell”. The value of every i-th cell
is determined in the i-th switch-box, and for different cells this is done at a
different time. The determined values move towards the memory cells along
the wires ri,i+1, . . . ri,k−1, and the values reach the cells synchronously.

The states from P represent wires of equal length used to probe the values
of the memory cells. The transitions between these states form a binary tree,
so that from each state pi ∈ P the automaton A′

k accepts a unique string of
length log2 k′ representing the binary notation of the number i.

Proof. Consider the number of states in A′
k: obviously, |Q| = 2k − 1 and

|R| = k(k−1)
2

. The number k′ = 2dlog2 ke equals at most 2k − 2, hence |P | 6
3k − 2. With the addition of the dead state, the total number of states is at
most 5k − 2 + k(k−1)

2
= k2+9k−4

2
.
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Figure 2: DFA A′
k from Lemma 3; undefined transitions go to qdead.
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As in the proof of the previous lemma, consider the NFA for the set of
scattered substrings of L(A′

k) given in Lemma 1. Construct an equivalent
DFA using the subset construction. Its initial subset is the set of all states.

Consider any string s1 . . . sk with si ∈ {a, b}. Let Ss1...sk
be the subset

reached from the initial subset by this string. Then

Ss1...sk
= {pk′+i | si+1 = a} ∪ S ′s1...sk

,

for some irrelevant set S ′s1...sk
⊆ {p1, . . . , pk′−1}.

Now consider the subsets Ss1...sk
and Ss′1...s′k corresponding to distinct

strings s1 . . . sk and s′1 . . . s′k, with sm, s′m ∈ {a, b}. Then there exists some
(m + 1)-th position, such that sm+1 6= s′m+1. Assume, without loss of gener-
ality, that sm+1 = a and s′m+1 = b. Then pk′+m ∈ Ss1...sk

and pk′+m /∈ Ss′1...s′k .
Consider a string wm = s1 . . . slog2 k′ , where each i-th symbol is defined as

a if the i-th digit in the binary representation of m is 0, and si = b if this
digit is 1. This string is accepted from pk′+m, since the automaton can read
it passing through the states pb(k′+m)/2ic for i = 1, 2, . . . , log2 k′, where the
last state is p1. However, for any other state pk′+` with 0 6 ` < k and ` 6= m,
the unique path of length log2 k′ from pk′+` to p1 has labels forming a string
different from wm, and hence the string wm is not accepted from pk′+`.

It has thus been shown that the DFA contains 2k reachable and pairwise
inequivalent subsets corresponding to different binary strings of length k,
which proves the lemma.

Altogether the following results have been obtained:

Theorem 1. State complexity of taking scattered substrings is at least 2
n
2
−2

(over an unbounded alphabet) and at most 2n. For a 3-letter alphabet, it is
at least 2

√
2n+30−6.

Proof. The upper bound of 2n is due to Gruber et al. [3] and it is stated in
Lemma 1.

For every n > 1, Lemma 2 defines an automaton Ak with k = bn
2
c −

1, which contains at most n states. It is stated that the set of scattered
substrings of L(Ak) requires at least 2k = 2b

n
2
c−1 > 2

n
2
−2 states.

For a 3-letter alphabet, note that the DFA A′
k constructed in Lemma 3

contains at most k2+9k−4
2

6 (k+5)2−k−29
2

6 (k+5)2−30
2

states, and hence for

every number n the automaton A′
k with k = b√2n + 30c − 5 contains at

most n states. By Lemma 3, the set of scattered substrings of L(A′
k) requires

at least 2k = 2b
√

2n+30c−5 > 2
√

2n+30−6 states.

It remains open whether a lower bound of 2Θ(n) can be established using a
fixed alphabet. Also, the given lower bound for an unbounded alphabet still
leaves room for improvement: it is an open question whether Θ(2n) states
are necessary to represent the set of scattered substrings.
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4 Scattered superstrings

A string x ∈ Σ∗ is a scattered superstring of a string w ∈ Σ∗ if w = w1 . . . wk

and x ∈ Σ∗w1Σ
∗ . . . wkΣ

∗. It is known that the set of scattered substrings
of a language generated by an n-state NFA can be recognized by another
n-state NFA. The following construction is adapted from Gruber et al. [3]:

Lemma 4. Let A = (Σ, Q, q0, δ, F ) be a DFA. Then the NFA B =
(Σ, Q, {q0}, δ′, F ), where δ′(q, a) = {δ(q, a), q}, recognizes the set of scattered
superstrings of L(A).

This gives an 2n upper bound on the state complexity of this operation.
The actual state complexity is lower, since some of the subsets are unreach-
able and some are equivalent:

Lemma 5. Consider the NFA B with states {0, . . . , n − 1} constructed in
Lemma 4, and consider the DFA obtained out of B using the subset construc-
tion. Then

1. If a subset Y is reachable from a subset X, then X ⊆ Y . In particular,
every reachable subset contains state 0.

2. All subsets containing an accepting state are equivalent.

Proof. Let δ′′ be the transition function of the DFA. It is sufficient to show
that X ⊆ δ′′(X, a) for every a ∈ Σ. Indeed, for every i ∈ X, since i ∈ δ′(i, a)
for every a ∈ Σ, there holds i ∈ δ′′(i,X).

Since the initial subset is {0}, all reachable subsets contain 0.
Suppose a subset X contains an accepting state i ∈ F . Then i ∈ δ′′(X, w)

for every w ∈ Σ∗, that is, every string is accepted from X. This makes all
such subsets equivalent.

Therefore, at most 2n−1 subsets are reachable. If k is the number of
accepting states, then at most 2n−1−k subsets containing 0 and not containing
any accepting states can be pairwise inequivalent, while the rest of the subsets
can always be merged into a single equivalence class. Setting k = 1, this gives
an upper bound of 2n−2 + 1 states in a DFA recognizing the set of scattered
superstrings. This bound is actually precise, which can be shown using a
linearly growing alphabet:

Lemma 6. Let An be a DFA over Σ = {a1, . . . , an−2}, with the set of states
{0, . . . , n− 1}, of which 0 is the initial state and n− 1 is the sole accepting
state, and with transitions δ(0, ai) = i and δ(i, ai) = n − 1; the rest of the
transitions are defined as δ(i, aj) = i. This DFA is depicted in Figure 3. Then
every DFA for the language of all scattered superstrings of L(An) requires
2n−2 + 1 states.
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Figure 3: DFA An from Lemma 6; undefined transitions are self-loops.

Proof. Consider the n-state NFA for the language of scattered superstrings
of L(An) and the DFA obtained out of it by the subset construction.

Let us first show that for every X ⊆ {1, . . . , n − 2}, the subset {0} ∪X
is reachable. Let X = {i1, . . . ik}, with k > 0 and 1 6 ij 6 n − 2. Then
{0} ∪ X is reachable from the initial subset {0} by the string ai1 . . . aik . In
addition, the set of all states is reachable from {0, 1, . . . , n− 2} by a1.

Having presented 2n−2 + 1 reachable subsets, it remains to show their
pairwise inequivalence. The set of all states is the only subset from which ε is
accepted. For every two states {0}∪X and {0}∪Y , with X,Y ⊆ {1, . . . , n−2}
and X 6= Y , let i ∈ X ∆ Y , and assume without loss of generality that i ∈ X
and i /∈ Y . Then the string ai is accepted from X and is not accepted from
Y . This completes the proof.

Lemma 6 uses an alphabet of size n − 2 to establish the precise value
of the state complexity. It is natural to ask whether this bound could be
established using a smaller alphabet, such as an alphabet of a fixed size or a
slower growing alphabet. The answer is negative: n−2 symbols are necessary
to reach all 2n−2 + 1 states.

Lemma 7. Let A be any n-state DFA over an (n−3)-symbol alphabet. Then
the set of scattered superstrings of L(A) can be represented using strictly less
than 2n−2 + 1 states.

Proof. Let {0, 1, . . . , n − 1} be the set of states of A, with 0 as the initial
state. If A has multiple accepting states, then the statement follows from
Lemma 5, so assume A has a unique accepting state n− 1.

Consider the NFA for this language given in Lemma 4, and then the
corresponding subset DFA. Its initial subset is {0}. Due to the monotonicity
property given by Lemma 5, if a subset of the form {0, i}, with 1 6 i 6 n−2,
is reachable, it must be reachable by a direct transition from {0}. Since there
are n− 2 such subsets but only n− 3 symbols, at least one of these subsets
remains unreachable. The number of states in the minimal DFA for this
language is accordingly less than the upper bound 2n−2 + 1.
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On the other hand, like in the case of scattered substrings, a fixed 3-letter
alphabet is sufficient to obtain a relatively high lower bound.

Lemma 8. Let k > 1 and define k′ = 2dlog2
k2−k

2
e. Define a DFA A′

k over
Σ = {a, b, c} with the set of states Q ∪R ∪ P , where

Q = {qi | 0 6 i 6 k − 2}
R = {ri,j | 0 6 i 6 k − 2, 1 6 j 6 k − i− 1}
P = {pi | 1 6 i < k′ + |R|},

of which q0 is the initial state and p1 is the sole accepting state. Let π : R →
{pi | k′ 6 i < k′ + |R|} be any bijective mapping and define the transitions of
A′

k as follows (undefined transitions are assumed to be self-loops):

δ(qi, a) = ri,1 (0 6 i 6 k − 2)

δ(qi, b) = qi+1 (0 6 i < k − 2)

δ(ri,j) = ri,j+1 (0 6 i 6 k − 2, 1 6 j < k − i− 1)

δ(rij, c) = π(rij) (rij ∈ R)

δ(p2i, a) = pi (1 < i < 2k′)

δ(p2i+1, b) = pi (1 < i < 2k′)

Then A′
k contains at most 2k2−k−3 states, while every DFA for the language

of all scattered superstrings of L(A′
k) requires at least Ck states, where Ck =

(2k)!
k!(k+1)!

is the k-th Catalan number.

An automaton of this form is shown in Figure 4. Consider its upper part
formed by the states from Q and R. Each column can be regarded as a
counter, and if state qi is reached, let us say that the i-th counter has been
activated. Initially, only counter 0 is activated. A transition by b activates
one more counter. A transition by a adds 1 to the values of all currently
active counters. By using a different number of as between bs, one can assign
different combinations of values to the counters.

The values of the counters are probed in the lower part of the automaton,
which is exactly the same as in Lemma 3. The transitions between states in
P form a binary tree, and a unique string of length log2 k′ is accepted from
each state pi ∈ P ; this string represents the binary notation of the number i.

Proof. Note that k′ equals |R| rounded up to the next power of two. Then
k′ 6 k2 − k − 2, and the number of states in A′

k is at most (k − 1) + k2−k
2

+

(k2 − k − 2 + k2−k
2

) = 2k2 − k − 3.
As in all lower bound proofs in this paper, consider the NFA for the

set of scattered superstrings of L(A′
k) (as in Figure 4, with the addition

of the remaining self-loops) and the DFA obtained from it by the subset
construction. Its initial subset is {q0}. The first step is to construct a family

9



Figure 4: DFA A′
k from Lemma 8; undefined transitions are self-loops.
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of reachable subsets corresponding to vectors of integers (i0, . . . , ik−1), with
k − 1 > i0 > i1 > . . . > ik−2 > ik−1 = 0 and with ij 6 k − j − 1. It is
well-known that there are exactly Ck such vectors [12].

Define the subset Si0...ik−1
corresponding to a vector (i0, . . . , ik−1)

as the set of states reached from the initial state by the string
ai0−i1bai1−i2b . . . baik−2−ik−3baik−2−ik−1 . It is easy to see that

Si0...ik−1
= Q ∪ {rj,` | 1 6 ` 6 ij} ⊆ Q ∪R

Let (i0, . . . , ik−1) and (i′0, . . . , i
′
k−1) be any two different vectors of this form.

Then there exists a number j0, such that ij0 6= i′j0 and ij = i′j for all j with
j0 < j 6 k−2. Therefore the state rj0,max(ij0 ,i′j0) is contained either in Si0...ik−1

or in Si′0...i′k−1
, but not in both.

This proves that the subsets {Si0...ik−1
} are pairwise distinct. In order

to show that these subsets are pairwise inequivalent, it is sufficient to prove
that for every state r ∈ R there exists a string accepted by the NFA from
r, but from no other state in R. Let π(r) = pm. Then this string is defined
as wr = cs1 . . . slog2 k′ , where, for each i, si = a if the i-th digit in the binary
representation of m is 0, and si = b if this digit is 1. The automaton can
read this string, passing through the states pbm/2ic for i = 1, 2, . . . , log2 k′,
where the last state is p1. For any other state r′ ∈ R, the unique path of
length log2 k′ + 1 from r′ to p1 has labels forming a string different from wr,
and hence the string wr is not accepted from r′.

This shows that the minimal DFA for the language of scattered substrings
of L(A′

k) must have at least Ck states corresponding to the constructed sub-
sets.

It remains to represent the given lower bound for a (2k2 − k − 3)-state
DFA in the form of f(n) states for an n-state DFA. Using n states, one can
represent a DFA A′

k from Lemma 8, with

k =

⌊√
n

2
+

25

16
+

1

4

⌋
>

√
n

2
− 1.

For the final step, it is convenient to use the following lower bound on
Catalan numbers (a proof is included in the appendix):

Proposition 1. For every k > 1, Ck > 4k

(k+1)3/2
√

π
.

Then the state complexity of scattered superstrings must be at least

4
√

n
2
−1

(
√

n
2
)3/2

√
π

=
2

3
4

4
√

π

4
√

n
2

n
3
4

> 1

5
4
√

n
2 n−

3
4 .

All results on scattered substrings obtained in this section are put together
in the following theorem:
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Theorem 2. State complexity of taking scattered superstrings is exactly
2n−2 + 1. The bound is reached for a growing (n − 2)-letter alphabet. For
alphabets of n− 3 symbols or fewer this bound is not reached. For a 3-letter

alphabet the state complexity is at least 1
5
4
√

n/2n−
3
4 .

It remains unknown whether the state complexity of scattered super-
strings for a fixed alphabet is 2Θ(n) or 2o(n).
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Appendix: lower bound on Catalan numbers

Proposition 1. For every k > 1, Ck > 4k

(k+1)3/2
√

π
.

Proof. Using Stirling’s approximation of the factorial in the form

√
2πnn+ 1

2 e−n+ 1
12n+1 < n! <

√
2πnn+ 1

2 e−n+ 1
12n ,

the following lower bound on Catalan number Ck = (2k)!
k!(k+1)!

can be obtained:

Ck >

√
2π(2k)2k+ 1

2 e−2k+ 1
24k+1

√
2πkk+ 1

2 e−k+ 1
12k · √2π(k + 1)k+1+ 1

2 e−k−1+ 1
12(k+1)

=
1√
2π

22k+ 1
2

k2k+ 1
2

kk+ 1
2 (k + 1)k+ 3

2

e−2k

e−2k−1
e

1
24k+1

− 1
12k

− 1
12k+12

=
e√
π

4k kk

(k + 1)k+ 3
2

e
1

24k+1
− 1

12k
− 1

12k+12

=
e√
π

4k

(k + 1)
3
2

(
k

k + 1

)k

e
1

24k+1
− 1

12k
− 1

12k+12

>
1√
π

4k

(k + 1)
3
2

e(
1 + 1

k

)k
e−

1
6k

It remains to prove that
e(

1 + 1
k

)k
e−

1
6k > 1.

This statement can be equivalently rewritten as

(
1 +

1

k

) 6k2

6k−1

6 e

Since 6k2

6k−1
= k + 1

6
+ 1

6(6k−1)
< k + 1

5
, it is sufficient to establish the following

stronger statement for each k > 2:

(
1 +

1

k

)k+ 1
5

6 e.

To establish this, take the logarithm of both sides and substitute x = 1
k
,

so that it remains to prove the following statement for all x ∈ (0, 1):

(
1

x
+

1

5

)
ln(1 + x) 6 1
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Expanding the logarithm into a Taylor series, one obtains

(
1

x
+

1

5

) ∞∑
n=0

(−1)n

n + 1
xn+1 =

∞∑
n=0

(−1)n

n + 1
xn +

∞∑
n=1

(−1)n+1

5n
xn =

1 +
∞∑

n=1

(−1)n 4n− 1

5n(n + 1)
xn,

and hence the statement to be proved takes the form

∞∑
n=1

(−1)n+1 4n− 1

5n(n + 1)
xn > 0.

Grouping pairs of consecutive terms, the series can be expressed as

∞∑
n=1

x2n

(
8n− 5

10n(2n− 1)
− x

8n− 1

10n(2n + 1)

)

Now every term of the series is positive, because

8n− 5

10n(2n− 1)
>

8n− 1

10n(2n + 1)
> x

8n− 1

10n(2n + 1)
,

where the first inequality is easy to verify, while the second one holds true
because x < 1. This completes the proof.
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