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Abstract

Throughout the 1990s, four global waves of finahtiamoil occurred. The beginning

of the 21st century has also suffered from sewvertais episodes, including the severe
subprime crisis. However, to date, the forecastegylts are still disappointing. This

paper examines whether new insights can be ganoed the application of the Self-

Organizing Map (SOM) — a non-parametric neural wekabased visualization tool. In

this paper, we develop a SOM model for predictibowrency crises, and compare it
with a probit model. The results indicate that 8®M model is a feasible tool for

predicting currency crises. Moreover, its visugbaiailities facilitate the understanding
of the factors and conditions that contribute te #mergence of currency crises in
various parts of the world.

Keywords: Currency crisis, early warning, financial instdlgjl Self-Organizing Maps,
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1. Introduction

In the 1990s, the world economy was struck by fglabal waves of financial turmoil: the
European ERM crisis from 1992-1993, the MexicanoRassis from 1994-1995, the Asian
crises from 1997-1998 and the Russian crisis ir818@@nsequently, the repeated occurrence of
financial distress has stimulated research onpéaiicular phenomenon. However, the results of
crisis forecasting, for example in the Asian andektinean crises, are disappointing for most
of the models (Berg et al., 2004). Additionallye thnore recent subprime crisis did not receive
adequate forecasting results since it surprisedontyt financial market participants, but also
policy decision-makers. This being the case, figdan effective early warning system (EWS),
i.e., an empirical tool for predicting financialstess, remains an important issue and needs
further research.

To date, empirical studies have mainly focused onventional statistical methods, such as
simplified probit/logit analyses and the so-calkgnals approach, and neural network-based
methods to construct EWSs. In this paper, we inyat whether new insights can be gained
from the application of the Self-Organizing Map (80to the prediction of currency crises.
Currency crises are a variety of economic crisesadterized by a sudden depreciation of the
exchange rate, often also having severe effectieoountry’s real economy.

The SOM technique is a special type of neural nkwloat uses unsupervised learning to find
similarities between data vectors (Kohonen, 20G%)output is a mapping of the data onto a
two-dimensional topological grid, which makes ttusl particularly useful for visualizing large
amounts of multidimensional data. We choose the S8Nhe data analysis tool because of its
visualization capabilities and efficiency, measuogcomputational cost.

The research question addressed in this study fsndoout to what extent a visual model,
developed by employing the SOM method, is capabjgexdicting currency crises. To answer
this question, we develop a SOM-based EWS and sBsitsl capabilities in showing countries’
economic conditions prior to currency crises. Moo the constructed model is used to
visually monitor the evolution of a country ovang and to benchmark countries based on their
vulnerability to an imminent crisis. In order toadwate the SOM-based model, we compare it
with a replica of the probit model described in @@nd Pattillo (1999b). The comparison
regards the prediction accuracy and explanatoryep@ivthe two models. We train both models
with the exactly same data, thus, being fully corapke. In addition, we evaluate and discuss
the SOM model as to its prediction performancesteh country in part.

This paper is structured as follows. In Sectiow@ provide relevartbackground knowledge on
theoretical models of currency crises. Sectioneg@nts current methods for constructing EWSs
and summarizes the main results from the empitithture. Section 4 introduces the SOM.
Section 5 presents the data, the training procedsttee SOM model for predicting currency
crises. Section 6 evaluates the performance ofSti® model in comparison with a probit
model, in terms of accuracy and other related nreasiMoreover, the prediction accuracy for
individual countries is described. Section 7 ilfagts two types of analyses that can be
conducted using the SOM model, monitoring the evwaiu of individual economies and
benchmarking several countries as to their vulrkyaldo an imminent crisis. Section 8
concludes the paper by presenting our key findargsrecommendations for future research.



2. Currency Crises

A currency crisis refers to a situation in whichssi@e capital outflows force a country to either

devalue or float its fixed exchange rate. A balanizpayments crisis, on the other hand, is a
broader concept which refers to a shortage of veseto cover balance-of-payments needs,
often also including a sharp devaluation. Howeiwethis paper, both concepts are used with an
identical meaning. The recent frequent occurreficeizency crises has influenced the number
of modeling attempts on the phenomenon. Althouginilbdels are mainly ex-post explanations
of past crises, the studies often concentrate ®enléterminants and early warning signals of the
crises (Chowdhry an@oyal, 2000).

There are three generations of crisis models. bgkran’s (1979) seminal model on balance-of-
payments crises, he describes a small open econdtimy fixed exchange rate. The economy’s
fixed exchange rate is maintained with the coustigreign exchange reserves. In this model,
the well-informed rational speculators understarvfundamental macroeconomic variables
show unfavorable values. They attack the currenognathe floating of the fixed exchange rate
yields the required return. Thus, even though tlemm change in the central bank’s policies,
the reserves will eventually run out. The unfavigalalues of the fundamentals of an economy
are, for example, large and growing current accaolgficits, a rapidly growing budget deficit,
and a loss in exports. Even though the first-gdimeranodels reveal some aspects of currency
crises, their main deficiency is that they assutra speculators have perfect foresight. In
reality, speculators are unsure about both thetettaing of a crisis and the size of the
exchange rate fluctuation.

After the collapse of the exchange rate agreemBi EEuropean Exchange Rate Mechanism)
in 1993 and the Mexican crisis in 1994, the exgtatonomic literature on currency crisis
prediction was reconsidered. Traditional first-gatien models had problems anticipating
crises due to two factors. First, Obstfeld and Ro@®95) insisted that the reason for floating
fixed exchange rates — particularly during the ERNbis — was not the depleted foreign
exchange reserves, but rather the governmentgtaake to combat speculative attacks with
high interest rates. In other words, these modgidae, by taking into account the costs and
benefits of floating their fixed exchange ratesyggoment behavior during speculative attacks.
Second, the ERM crises were in nature both unegdemmdd unexplained, and therefore, several
researchers suggested that self-fulfilling expemtatmay have played a significant role in the
timing of the crises.

According to Obstfeld (1986; 1994), these so-cadleli-fulfilled crises are mainly characterized
by the relationship between the governments’ valnaof the cost of maintaining the fixed
exchange rate and private sector expectationkelptivate investors expect that the country in
guestion will either devalue or float its currentlye governments' costs to maintain the fixed
exchange rate increases. Simultaneously, highés ¢os maintaining the fixed exchange rate
will cause increased expectations of devaluatioflaating of a fixed currency, leading to a
vicious circle. Thus, the second-generation modetggest that currency crises are caused by
expectations and that the exact timing of the iisivery difficult to anticipate. These models
should, for example, include unemployment, the tittaof manufactured goods, short-term
debt and domestic interest rates as explanatoriables. However, even if the second-
generation models use a number of additional veesatthey do not clearly differ from the first-
generation models. Hence, the first two generatidnaodels do not exclude each other — they
are often considered as complements of each other.

According to many scholars, the Asian crises frd#87:-1998 were not caused by monetary
deficits, as in first-generation models, or the ggovnents' reluctance to combat speculative



attacks with high interest rates, as in second+g¢io@ models. They are explained by a new,
third generation of theoretical models, linking resrcy crises with the financial sector's
vulnerability. The third-generation models emphadinancial institutions’ and asset prices’
importance during the pre-crisis period. In otherds, the models stress the effect of balance-
sheet problems on the occurrence of currency crigehion et al., 2001)

A property shared by all generations of currendgesr of the 1990s the ERM crisis, the
Mexican peso crisis, the Asian crises and the Raosgiisis— is that they have been worsened
by contagion on the global financial markets. Ia tierature, this contagion is explained by
several factors. One cause is a so-called “mons$adfexct” caused by a rise in world interest
rates, which may lead to a crisis in countries Hratvulnerable to high interest rates (Masson,
1998). Moreover, crises may also be triggered lilospr effects to neighboring countries from
another country’s devaluation — a loss of competitess and weak external demand for
countries that either trade with each other or caegor third markets (Gerlach and Smets,
1995). The empirical studies on contagion concéntom analyzing how speculative attacks
elsewhere affect macroeconomic variables in thé/aed country, and thus also the likelihood
of an oncoming crisis episode (see, for examplehétigreen et al., 1996).

3. Early Warning Systems

Studies of EWSs for financial crises have, untilergly, been divided into two different types
of analysis methods: logit or probit models and $ilgnals approach. Lately, a third group of
computational analyses based on artificial intelice have evolved.

A logit/probit model is a regression which estinsathe probability of a crisis occurring on
lagged values of early warning indicators. A renedimpaper using a probit/logit regression is
Frankel and Rose (1996)n their study, they examined how external fastand international
debt structure affect the probability of an oncagnerisis period. They used a multivariate
probit model on annual data of 105 developing aoemtfrom 197+1992. They constructed a
dummy crisis variable according to the followings definition: at least a 25 percent
depreciation of the nominal exchange rate whicleegs the previous year’s depreciation by at
least 10 percent. However, their findings show thatgeneral explanatory power of the model
is comparatively low.

Kaminsky, Lizondo and Reinhart (1998) (KLR) and Kasky and Reinhart (1999) introduced
the so-called signals approach. In order to obdadirect measure of the importance of each
explanatory variable, the signals approach monpoi@ to a crisis episode the evolution of a
set of economic variables separately. Similarlypasviously, a crisis is identified by the
movements of an index of exchange market pres$tievariables are compared, one at a time,
with the crisis index. When one of these variablegiates beyond a specific threshold value the
model issues binary signals of a possible crisisogle. The number and strength of these
binary signals will indicate the probability of amminent currency crisis. Moreover, for
exemplary goodness-of-fit, the signals approachnupes the signal-to-noise ratio for the
various potential indicators of a crisis, meanihgttthe ratio of the success rate of crisis
predictions in relation to the false alarm rateeximized.

! For studies using probit/logit models, see Berg Rattillo (1998), Eichengreen and Rose (1998),
Frankel and Rose (1996) and Sachs et al. (1996)



KLR tested monthly data of 20 countries from 197995 and estimated 15 variables with
optimal thresholds for each country. In their stuthe thresholds are optimized in relation to
the observations of the indicator, thereby, maxingzhe correct signals and minimizing the
false. Their signal horizon is 24 months and theisindex is defined as the weighted average
of monthly percentage depreciation in the excharage and monthly percentage decline in
reserves exceeding its mean by more than threelastrdeviations. The accuracy of each
indicator is measured according to the percentdg®roect signals to the percentage of false
signals. Their findings show that most indicatoesds the first signals betweer-1.5 years
before a crisis period. In their study, the bestidators for a currency crisis are the real
exchange rate, exports, a banking crisis dummgkgtdces and the domestic money stock as a
percentage of international reserves. Later, Kakgirend Reinhart (1999) extended the KLR
approach by combining information from several tadiors into a single composite indicator of
crises; a weighted sum of the indicators, wheré @agicator is weighted by the signal-to-noise
ratio. However, the precision is not significarstter in comparison with KLR.

Since the publication of KLR, numerous authors happlied modified versions of the KLR
approach on various other sets of currency crisesomparison with KLR, the other models
have presented both posithend negativeresults. Many of these studies focus on the cagren
crises in Asia during 1997. For example, Edisord8@pplied the KLR method to analyze the
Asian crises in 1997. The KLR model shows someesgm identifying zones of vulnerability,
signaling a crisis some months before the Asiasesrin July 1997. However, the model misses
some of the actual crisis episodes and predictesthat did not occur, thus the author himself
concluded that the model, in general, performs lgodforeover, Edison suggested that EWSs
must be supplemented by surveillance of individumlntries. Lestano and Kuper (2003) show,
using four groups of indicators for currency, bawgkand debt crises, better results on predicting
the Asian crises.

Berg and Pattillo (1999a) tested the KLR approaei2® countries, using data from January
1970 to April 1995, confirming that the approacim ¢adeed be useful. However, the model
predicts correctly most of the tranquil periods ihihe majority of crises are still missed.
Moreover, Berg and Pattillo (1999a) also compahedKLR approach with a probit regression
model, the latter model achieving slightly bettesults. However, Berg and Pattillo concluded
that, although these methods enable identificatbbncountries that are vulnerable to an
impending crisis, they generally do not enableptediction of the exact timing of a currency
crisis.

A third approach for predicting financial crisesessrtificial neural networks (ANN). The first
publication on predicting financial instability ngi an ANN-based EWS was by Nag and Mitra
(1999). Their results on predicting the Asian @jsm particular the Malaysian, Thai and
Indonesian currency crises, suggest that theirresuANN performs better in comparison with
the signals approach. Likewise, Franck and Schmi€d004) application of a multilayer
perceptron network to predicting the highly contagi speculative attacks in Russia in 1998
and Brazil in 1999 outperforms a logit model. Petio (2006) compares an ANN-based EWS
for predicting currency crises in emerging markeith a probit model, however, showing poor
results for both models. Lately, Fioramanti (2088pwed that an ANN approach, when applied
to predicting debt crises, outperforms a randorecefprobit estimator.

2 Examples of models that outperformed the KLR moBletg and Pattillo (1999a), Edison (2003) and
Lestano and Kuper (2003).

3 Examples of models that were outperformed by thR knodel: Furman and Stiglitz (1998), Alvarez-
Plata and Schrooten (2004).



In previous research, the first author of this pd@es employed an unsupervised neural network
method, namely the Self-Organizing Map (SOM) in texploratory studies of currency crises
(Liu et al., 2010; Sarlin, 2010). Liu et al. (20li@jroduced a visualization of early warning
signals for currency crises; they use the SOM soalize the evolution of economic indicators
for the 1992-93 currency crisis in Finland. Howetke SOM is not implemented as a general
EWS for predicting currency crises. Furthermore]i®g2010) proposes a generalized model
for visualizing early warning signals of currenayses using the SOM; multidimensional panel
data for a large set of countries are visualized dmo-dimensional grid.

Although the studies using ANN-based EWSs are fewumber and at a preliminary stage,
they seem to outperform the conventional statistmathods. However, direct comparisons
between ANNs and statistical analyses, e.g. lagb®p models, are rare and seldom come to
any crucial conclusions on superiority.

4. Self-Organizing Maps

The SOM is a non-parametric artificial neural netevosing an unsupervised learning method
developed by Kohonen in 1980s. The network consiftsvo layers: the input layer and the
output layer. The number of neurons in the inpyetaequals the number of data dimensions
(variables). The output layer is a two-dimensidoglologic grid (map) which is composed of a
specified number of neurons (also called nodesivs u During the unsupervised learning, each
neuron learns to attract data with similar charsties, while also all neighboring neurons
learn, with diminishing weight, to attract similalata. Hence, the areas on the map are
organized according to some specific charactesigiicdata, and thus neurons can be divided
into clusters of neurons.

The scope of application for the SOM is broad. e&hod has most commonly been applied in
engineering and medicine (Oja et al., 2003), witileecently has increasingly been used in
financial applications (e.g., Deboeck and Kohor298). The financial applications include

credit assessment (Tan et al., 2002), bankrupteyysis (Martin-del-Brio and Serrano-Cinca,

1993; Kiviluoto, 1998; Back et al., 1995) and finah benchmarking (Back et al., 1998; Eklund
et al., 2003). Except Arciniegas Rueda and Arcieé2@2009) study on speculative attacks’ real
effects and the visualization of early warning siigrby Liu et al. (2010) and Sarlin (2010), the
additional applications of the SOM in economic tiseies analysis consists primarily of two

analyses: classifications of countries accordingdoio-economic data (Kaski and Kohonen,
1996) and clustering of countries according to arelfand poverty (Collan et al., 2007).

Kohonen's training model serves as a foundatiorafovariants of the SOM algorithm. In this
paper, the model will be explained in brief (forther details, see Kohonen (2001)). The
training begins with an initialization phase in winithe size of the map (number of neurons) is

specified. Each neuranon the map is allocated a parametric referenceove@noted bym .

This vector is composed of the same dimensionsaftheunt of variables) as the actual dataset
and its initial values are determined randomly.

The SOM algorithm has two steps: (1) finding thethwmatching unit (BMU), i.e. the node
whose reference vector is most similar to an irgaia vector, and (2) adjusting the reference
vectors in a specified neighborhood of BMU so tiesly resemble even closer the input data
vector. These two steps are repeated a specifietbeuof times (iterations). The duration or
length of the training process is set so that ab¢oints are fed into the network a sufficient
number of times, which enables the reference vedttolearn the input data patterns.



In the first step, the algorithm compares, usirggEuclidean distance, each input data vestor,
with each of the network's reference vectars, to find the best matchm,, i.e.

01, | x(®) = m, (1)) <||x(t) -m )], @)

where, at time, the distance between the input data vextand the winning reference vector
m, is less than the distance between inpanhd any other reference vector . In the second

step, the BMU and the neurons in a specified nediind of BMU learn from the input data
vector x. The learning is controlled by a learning rat€t) and a neighborhood function

N_(t) , wheret denotes the time or step in the learning prodess,

m () + a®[x(t) -m @) if i ON () .

m{t+D :{ m (t), otherwise

The learning coefficientr(t) U [0,1] defines the relative pace of the learning &hdt) denotes
the size of the area around the winning neuron ithafffected by the learning coefficient. In
other words, the reference vecton learns from the input data vectgr if i is one of the

neurons withinN_(t) . The learning rate is multiplied by the differerimween the input data

vector and the reference vector. Additionally, botht)and N_(t)are monotonically
decreasing functions of time.

After the training is completed, the data pointe arranged on the map based on their
similarities. A node in the map can represent none,or more data points, and in this sense the
SOM method is considered a clustering method;atigs in the same node similar data points.
Nevertheless, the SOM method projects the multidsimnal data onto a two-dimensional grid,
which makes the visualization of these data eabg. rEference vectors obtained after training
can further be used in clustering, the result baipgrtition of the map into higher-level clusters
that group the similar nodes.

For this study, we have used the software Visco®line, which employs the batch training
algorithm; a slightly different version of the eaarl presented SOM algorithm. The batch
algorithm (Vesanto et al., 2000) operates itergtiveimilarly as the basic SOM algorithm.
However, it differs by not processing the data @ecbne by one (sequentially), instead the data
vectors are processed simultaneously. It presbatgvhole amount of data to the map and each

input data vectorx; is paired with a BMU, namelg(]). Then each reference vecton is
adjusted using the equation (3) instead of (2)1ha

> ey (0%
m(t+1)="——, (3)
2 hepy ®

=1
wherehy, ;, (t) is a weight that represents the value of the neigtdnd function defined for the

nodeiin the BMU c(]) attimet. The index indicates the input data vectors that belong ¢o th
neuronc, andn is the number of these vectors.



The most important advantage of the SOM batch #hgoris the reduction of computational
cost. In the second step, the reference vectoradjiested to averages of the attracted data
vectors, including the input vectors located in hiegghborhood. In Viscovery SOMine, the user

specifies a so-called tension parameter as a neeabM (t) . The parameter describes the size

of the neighborhood around the BMU that will afféioe learning process. If a high tension is
chosen, the training rounds off the results, whitealler values produce a detailed map. The
tension can take values in the interval [0,2]. Tibeghborhood function is defined as being the
Gaussian function.

Other parameters that can be set are the mapts&ejap format (square or rectangular), and
the length of training (fast, normal or accurafEhe length of training (number of training

cycles) is related to the accuracy of the mappimgsured in terms of quantization error: the
longer the training time, the more accurate the pimgp The quantization error represents an

average of the distances between the input ve¢tgrsand their corresponding best matching

reference vectorsny,;, ).

The output of the SOM algorithm, i.e. the mappifghe data points onto the two-dimensional
grid, can be visualized in multiple ways, each hgvits own merit for increasing the
understanding of the data (Vesanto, 1999). A useRualization is provided by the feature
planes. They are produced for individual columnglata and they represent graphically how
different values of the variables are distributegrothe map. Different color schemes can be
used for this purpose (e.g. colored, grayscaletdack and white). In this paper, we chose to
use feature planes in color, where warm colors @retlyellow) represent high values and cold
colors (blue and green) represent low values.

5. The SOM Model for Predicting Currency Crises

5.1 The Data

The data used in this paper are a replica of thasdaanalyzed by Berg and Pattillo (1999b)
(henceforth BP). The dataset consists of monthlia d@d the following five variables: the
foreign exchange reserve growth (RESG), the exgarivth (EXPG), the real exchange rate
overvaluation relative to trend (RDEV), the curremcount deficit relative to GDP (CANE),
and the short-term debt in relation to reservesD8d). The dataset includes data for 23
developing countries for the period from 19#1t997:12. Table 1 presents the statistics for the
data.

As the SOM is insensitive to missing data, smalbants of missing values are not considered a
problem (Bigus, 1996). However, to have a comparaiddel with the one described in BP, we
did not include the months which contain missinfuga in the training set. In addition, when
calculating the model performance, all rows witlssimg data in the test sets are excluded. The
splitting of the dataset into training and tesssgtalso done so that it enables direct comparison
of results with those in BP. Thus, the training s®ludes the time frame 1986:1995:4
(shown in Table 1a), whereas the test set is divito two subsets. First test set covers
1995:5-1996:12 (shown in Table 1b), and the second testceeers the year 1997. The
variables in the datasets are transformed intogpéile form, using the same procedure as BP,
i.e. the raw data are converted into percentilehefcountry’s distribution for a variable over
the whole in-sample period (1970:1-1995:4). Thentwes and crisis episodes are shown in
Table 2.



The predicted variable is a dummy variable thaicamigs whether or not a currency crisis
occurs within 24 months, and is defined in a similay as in BE A crisis is defined to occur
when the sum of a weighted average of monthly pgage depreciation in the exchange rate
and monthly percentage declines in reserves excéedsean by more than three standard
deviationd. Moreover, to avoid that crises are associatel hiigh inflation, the sample is split
into periods with low and high inflation, whereafseparate indices are constructed for each of
the samplés The pre-crisis period is defined to start 24 rhenbefore the crisis episode
measured by the earlier definition. This varialdedenoted in the dataset by C24 and is
henceforth referred to by this name.

Table 1a: Statistics for data from 1986:1-1995r4ifiing set)

VARIABLE ABBREVIATION OBS MEAN STD.DEV MIN MAX

Reserve loss RESG 2474 -0.31 0.73 -13.12 0.83
Export loss EXPG 2474 -0.12 0.21 -153 0.51
Real exchange rate deviation RDEV 24740.01 0.19 -0.78 1.23
Current account deficit to GDP CANE 2474 1.41 4,55 -22.53 19.27
Short-term debt to reserves STDR2 24742.17 3.71 0 41.76

Table 1b: Statistics for data from 1995:5-1996:t5( set 1)

VARIABLE ABBREVIATION OBS MEAN STD.DEV MIN MAX

Reserve loss RESG 441 -0.18 0.42 -3.2 0.68
Export loss EXPG 441 -0.13 0.16 -1.2 0.25
Real exchange rate deviation RDEV 441 0.15 0.19 -0.22 0.69
Current account deficit to GDP CANE 441 2.88 3.57 -13.44 8.86
Short-term debt to reserves STDR2 4411.14 1.33 0.21 8.47

Table 1c: Statistics for data from 1997:1-12 (&tt2)

VARIABLE ABBREVIATION OBS MEAN STD.DEV MIN MAX

Reserve loss RESG 262 -0.28 0.69 -4.30 0.58
Export loss EXPG 262 -0.08 0.12 -0.50 0.30
Real exchange rate deviation RDEV 2620.15 0.20 -0.37 0.63
Current account deficit to GDP CANE 262 2.80 3.94 -13.44 7.99
Short-term debt to reserves STDR2 2621.26 1.85 0.15 11.57

The foreign exchange reserve growth and export tir@re on a given month defined as the
percentage change in the level of the variable vadpect to its level a year earlier. The real
exchange rate is defined with respect to the U&doh a bilateral basis and the overvaluation
measured as the percentual deviation from a det@tici time trend. The current account
deficit in relation to GDP is the ratio of a moviagerage of the current account deficit over the
previous twelve-months in relation to a moving ager of the GDP over the same period. The
data for short-term debt is measured in relatioioteign exchange reserves. The export growth
and reserve growth have been multiplied by -1. Thus EXPG and RESG actually represent
export loss and reserve loss rates, respectivéig. i$ particularly helpful when interpreting the
models, because as we will see, in both the pratit the SOM model, high values of all
variables will be associated with high probabiéitad currency crises.

* The definition of a crisis is originally from Kansky et al. (1998).

®> Weighted so that the variances of the two compisnare equal.

® A further discussion on the optimal transformasiar variables can be found in Berg and Pattillo
(1999a) and Kaminsky et al. (1998).



Table 2: Countries and crisis episodes in the coegecrisis model

- . In-sample crisis Out-of-sample Total numbe

Country Crisis episodes ; . ) X
episodes crisis episodes of crises

Argentina 1975, 1982, 1989-'90 1989-'90 4
Bolivia 1982-'83, 1985 - - 3
Brazil 1979,1982-'83, 1990-'91 1990-'91 - 5
Chile 1972-'74 - - 3
Colombia 1985, 1995, 1997 - 1995:8; 1997 3
India 1991, 1993 1991, 1993 2
Indonesia 1978, 1983, 1986, 1997 1986 1997 4
Israel 1974, 1977, 1983-'84 - - 4
Jordan 1988-'89 1988-'89 2
Korea 1980, 1997 - 1997 2
Malaysia 1997 1997 1
Mexico 1976, 1982, 1994 1994 3
Pakistan 1972 - - 1
Peru 1976, 1987 1987 2
Philippines | 1983-'84,1986, 1997 1986 1997 4
South Africa| 1975, 1984-'85, - - 3
Sri Lanka 1977 - - 1
Taiwan 1970, 1987, 1997 1987 1997 3
Thailand 1981, 1997 - 1997 2
Turkey 1980, 1994 1994 2
Uruguay 1971-'72, 1982 - 3
Venezuela | 1984, 1986, 1989, 1994-'96 1986, 198%4 19995:12, 1996 6
Zimbabwe | 1982, 1991, 1994, 1997 1991, 1994 1997 4
Total 67

The first four variables (i.e., reserve growth, @tpgrowth, real exchange rate overvaluation
and current account deficit) represent macroecondamdamentals that according to the first-
generation models indicate the occurrence of aenay crisis. The fifth variable (short-term

debt in relation to reserves) is a measure of camstvulnerability to an economic panic

(Radelet and Sachs, 1998), which is an importactbfan the second-generation models of
currency crises.

5.2 Training the SOM Model

The training is done using the training set showrTable la. The dataset is further pre-
processed using the column-wise normalization byiamae. The predicted variable C24
defining the pre-crisis periods and the CRISISalad defining the crisis episodes are used as
associated attributei training, i.e. their priority is set to 0, mengithat they do not have any
impact on the ordering proces3his operation enables us to visualize the areathe maps
that correspond to pre-crisis or crisis periods.

’ For further information on associating variabk=e Deboeck (1998).



During the training processeveral maps have been trained by tuning diffgparameters (map
size, tension, cyclesf training and number of clusters). After many exments, we select for
analysis a map with 67 nodes on an 8x9 lattice.eOfarameters for training are accurate
schedule (i.e., 4 training cycles) and a tensibh.0. The average quantization error of this map
is 1.59. We choose this map based upon both ggpretability and its in-sample accuracy.

In order to distinguish the early warning nodegrfrthe tranquil nodes, the map is clustered
using the Ward's (1963) hierarchical clusteringhwiespect to the C24 variable. The map is
partitioned into two clusters, thus generating aryewarning cluster and a tranquil cluster. The
map and its clusters are described in the nexiosect

5.3 The SOM Model

The SOM model of currency crises is a mapping efttine series multidimensional data on a

two-dimensional grid. In addition, this grid is paoned into two clusters, one representing the

early warning signals or pre-crisis periods, areldther, the tranquil periods. The model is best
interpreted by using visual means, for exampleféa¢ure planes. Figure 1 presents the feature
planes of the five input variables, as well ashaf associated C24 and CRISIS variables. The
line that splits the maps into two parts showsdlostering of the map nodes based on the C24
variable. The left cluster represents the earlynivay cluster or crash cluster (henceforth CC),

while the right represents the tranquil cluster \TC

Each feature plane has its own color scale, whlubws the correspondence between the
variables values and col8rshus warm colors indicate high values of thealalds, while cold
colors, low values. The warm-colored nodes in til2d @ap correspond to pre-crisis periods.
Similarly, in the CRISIS map, red and yellow nodedicate a higher proportion of crisis
periods in those nodes.

For determining the nodes in the model that sigmainings of a currency crisis, we set a
threshold value for the C24 associated variablghi§ value is exceeded, then the node is
classified as an early warning node (EWN). We Betthreshold to 0.30 for the same reason
stated in BP, namely that it generates false alamrosly 10 percent of the tranquil periods.

The feature planes for the input variables (RESKER&, RDEV, CANE, and STDR2) facilitate
the understanding of the characteristics of thecpists periods. The pre-crisis periods can be
divided into two sub-clusters of the CC: the lowed upper halves of the cluster. The lower
half area is characterized by extremely high valioesthe real exchangeate overvaluation
relative to trend. In addition, the reserve lospoet loss and current account deficit to GDP are
average, while the short-term debt to reservesws The area in the upper half is characterized
by high losses of reserve and export, a large ouaecount deficit to GDP, and average values
for the short-term debt to reserves and the exdahatg overvaluation.

The method applied to understanding the pre-gpisigods can also be applied to understanding
the main characteristics of the crisis episodes @itisis episodes are mainly mapped in the
upper half of the CC. Consequently, the crises redppto the upper left corner are

characterized by high current account deficit aaxkrve loss, and low values for the exchange

8 The nodes representing export growth and reseowetly represent data that have been multipliedlby -
thus high values indicate a loss, while low valinelicate growth. Moreover, all variables have been
further transformed into percentile form, leadingtrange [1, 100].
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rate overvaluation. This agrees with the commomigepted view that the collapse of a fixed
exchange rate regime is often combined with anwvaheed exchange rate, a current account
deficit and a depletion of the foreign exchangeemess. Furthermore, the collapse of a fixed
exchange rate regime causes depreciation in tHeage rate, thus justifying the low values for
the exchange rate overvaluation.
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Figure 1: The feature planes for the SOM model

The model can be applied to new data (e.g., theste#s) and thus be used in prediction of
currency crises. If the test data are mapped intB\WN, the respective month is considered an
early warning signal, otherwise it is considerecdasnquil period.

6. Evaluation of the SOM Model

The performance of the model is measured in tefras@uracy, precision, recall, and type | and
Il error rates for predicting crash (pre-crisisdaranquil periods. The accuracy measures the
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overall accuracy of the model, i.e. the total numbfecorrectly classified crash and tranquil
periods in relation to the total number of period$e precision measures the number of
correctly classified crashes relative to the towamber of predicted crashes, while the recall
measures the number of correctly classified crasbidive to the total number of actual
crashes. Likewise, precision and recall are aldcutated for the tranquil months. Moreover,
the percentage of type | errors measures the nuafilvarongly classified crashes relative to the
total number of actual crashes, i.e. false negatmile the type Il error measures the number
of wrongly classified tranquil periods relativettee total number of actual tranquil periods, i.e.
false positives (or false alarms). These measueesalculated separately for the training and

test sets.

6.1 Comparison with a Probit Model

We compare the SOM model with a replica of the jproimdel in Berg and Pattillo (1999b)
(BP). The BP model is precisely reproduced antus fully comparable with our SOM model.
The probit analysis is meant to identify the extentvhich each explanatory variable is related
to the dependent variable, namely the C24. Moredber model generates a prediction of the
early warning signals. The estimates of the modepaesented in Table 3.

Table 3: The BP probit model (replica)

. Std. . 95% Confidence Interval
Parameter| Estimate 4 Sig.
Error Lower Bound Upper Bound

Intercept -2.4749 132 -18.715 .000 -2.407 -2.843
RESG .0069 .001 5.608 .000 .004 .Jo9
EXPG .0019 .001 1.485 .138 -.001 .0p4
RDEV .0050 .00Y 3.964 .000 .003 .0p7
CANE .0109 .00Y 8.903 .000 .009 .0lL3
STDR?2 .0043 .001 3.541 .000 .002 .007

Table 3 shows that all variables, except expow,lase significantly related to the dependent
dummy variable C24. The estimates show that tlwngést relationships are between C24 and
the current account deficit to GDP, reserve growatid the exchange rate overvaluation,
respectively. These findings are also observetténSOM model. The features planes of these
attributes display patterns that confirm thesetiaiahips. On the one hand, in the upper half of
the CC, the four EWNSs display very high valuestfa current account deficit to GDP and the
reserve loss. On the other hand, the two distindtiN8 in the lower half of the CC, show
relationships with high values for exchange raterealuation and average reserve loss and
current account deficit. This means that a highharge rate overvaluation, if accompanied by a
loss in reserves and a current account defidikedy to indicate an imminent currency crisis.

The prediction of the C24 variable is based onestemates of the probit model and expressed
in terms of a probability value. To be able to deiee which values of the predicted C24
signify a pre-crisis period, and to assess the iiddess, a threshold for the probability has to
be chosen. Berg and Pattillo specify the cut-ofigao be 26.2 percent because it generates
false alarms of an imminent crisis (false positjviasonly 10 percent of the tranquil periods.
The classification into crash (pre-crisis) and d¢uah periods for the training set and the
predictions for the test sets are summarized ileléb
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Table 4: Performance measures of the probit model

Crash periods Tranquil periods
Datasst | TP | FP| TN | FN Precision Recall Precison Recall | Accuracy | FP rate
Train set | 126 211|1893| 244 37.4% 34.1 % 88.6 % 90.0%| 81.6%| 10.0%
Testset1 87 54| 267| 33 61.7 % 72.5% 89.0 % 83.2%| 80.3%| 16.8%
Test set 2 5% 22| 168| 17 71.4% 76.4 % 90.8 % 88.4 % 85.1%| 11.6%

The performance of the SOM model is calculated ginailar manner as for the probit model.
We used the values of the associated attribute &24he indicator for crash and tranquil
periods. For a threshold value of 0.30, Table Semts the classification, prediction and the
performance measures of the SOM model.

Table 5: Performance measures of the SOM model

Crash periods Tranquil periods
Datasst | TP | FP | TN | FN Precision Recall Precison Recall | Accuracy | FP rate
Train set | 12% 208| 1896| 245 37.5% 33.8% 88.6% 90.1%| 81.69%| 9.9%
Test set 1] 89 40| 281| 31 69.0% 74.2% 90.1% 87.5% 83.9%| 12.5%
Test set 2 39 16| 174| 33 70.9% 54.2% 84.1% 91.6% 81.3% 8.4%

For the selected threshold, except for the seces get, the SOM model's performance is
generally better than the performance of the prabidel. In the training set, only one
misclassification of a pre-crisis period is recatdi the threshold value is chosen at a level that
would include an additional node, namely 0.288,abeuracy rate in the in-sample data will be
81.33 percent, while the recall of pre-crises piwiavill be higher, namely 36.48 percent,
accounting for 135 crash periods. Moreover, for firg test set, the change in the threshold
value will result in predicting in total 93 crasbripds, representing 77.5 percent of the total
crash periods, and having an overall accuracyafadd.35 percent. This indicates that the SOM
model would also perform accurately using a lovaeeghold.

Figure 2 shows how the in-sample accuracy, reaadl false positives vary with different
threshold values of the associated variable C2thdrpicture, the C24 shows the probability of
an imminent crisis for each node. The chosen tlatdg}0.30) is shown by the vertical line. The
graph shows that when more nodes are defined as &\ the threshold is lowered, the
accuracy decreases, while recall and false pogiéites increase. The values on the horizontal
axis represent the indices of the nodes in the S In the Appendix, similar figures for
both test sets are included (Figures A and B).
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Figure 2: Ratios of accuracy, recall of crash pelsoand false positives for in-sample data. Thesthotd
chosen (C24=0.30) includes six nodes in the SOMeinod
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In the second test set, the overall accuracy aadtbcision of the crash periods in the SOM
model are high, but lower than in the BP model. irtaelel identifies 54.2 percent of the actual
crash periods, i.e. 39 out of 72 months. The lomeeall rate on this set is mainly due to the
failure in predicting the crises in two Asian caues that will be discussed in Section 7.

In addition to the goodness-of-fit based on a chabesshold, we have used receiver operating
characteristic (ROC) curves (Witten and Frank, 2G05compare the performance of the two
models on the training and test sets (Figures 3kbprder to normalize the probabilities
between the models, we have used the rate ofgalsgves (FP) as a threshold. The accuracy is
measured by the rate of true positives (TP). Th&€ROrves show the trade-off between the
benefits and costs of choosing a certain threshWglten two models are compared, the best one
has a higher benefit, expressed in terms of TRb@wertical axis, at the same cost, expressed
in terms of FPs on the horizontal axis.

As shown in Figure 3, for FP rates under 0.4, tCReurves corresponding to the two models
on the in-sample data are similar. For higher Resyghe SOM model is more accurate. When
the threshold is set to a false positive rate opé&ftent (see the vertical line), the models are
equally accurate.

For the first test set, the ROC curves show thatpttobit model is superior for low FP rates,
while the SOM model is more accurate for averaged®®s (Figure 4). On the other hand, for
the second test set, the ROC curves show that@M Sodel is more accurate for low FPs,
while the probit model is more accurate for averkferates (Figure 5). For higher FP rates,
both models are approximately equally accuratesdim up, the probit model performs better
on the first test set, while the SOM model perfobeter on the second. Thus, the ROC curves
illustrate that the models show similar performancarying as to the chosen dataset and
threshold.
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Figure 3: ROC curves for assessing the performanfiche models on the training set
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Figure 4: ROC curves for assessing the performanfiche models on first test set.

1997:1 - 1997:12

T T T

True positives rate

L I L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False positives rate

Figure 5: ROC curves for assessing the performarfiche models on the second test set.

6.2 Country-Specific Evaluation of the Currency Crses

In this section, we present to which extent theengy crises have been predicted for each
country. We discuss also some of the most extreoomtdes when measured by prediction
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accuracy, with a special emphasis on the Asiantci@snTable 6 presents the overall accuracy
and recall rates for the whole sample (both in-dangmd out-of-sample). The last three

columns in the table show the average values o€ when the months belong to pre-crisis
periods, tranquil periods, and for months with mmgsdata, respectively. It is observed that, in
most of the cases, high values of the C24 nodeleter with the presence of pre-crisis months,
while low values, with the presence of tranquil tingn

In Table 6, there are a few remarkable differenbesnveen countries. The number of
experienced crises explains to some extent therwix$edifferences in performance. For
example, countries not experiencing any crises Tsd¥e 2) have in general the accuracy above
90 percent. Individual line graphs that show thii@af the associated attribute C24 over the
entire period are shown in Figure C in the Appendix

Table 6: Individual in-sample and out-of-samplewecies for the SOM model

Averade valud Average value| Average of
Recall (accuracy 9 of the C24 the C24
Overall - of the C24 .
Country rate for predicting o nodes during | nodes when
accuracy . " nodes ' o
crises) before crises 4 tranquil missing data
periods ok
Argentina 83.3% 47.1% 0.22 0.15
Bolivia 89.4 % 0.12 0.15
Brazil 77.1% 5.7% 0.18 0.13
Chile 98.6% 0.12
Colombia 93.7% 86.7 % 0.30 0.11 0.30
India 75.0 % 70.2 % 0.27 0.19
Indonesia 77.1% 71.9% 0.33 0.17
Israel 96.5 % 0.13
Jordan 75.0 % 70.0 % 0.30 0.16 0.11
Korea 79.9 % 16.0 % 0.25 0.13
Malaysia 89.6 % 89.7 % 0.31 0.11
Mexico 82.6 % 33.3% 0.26 0.12
Pakistan 76.4 % 0.17
Peru 80.6 % 17.4 % 0.23 0.17
Philippines 83.3% 16.0 % 0.16 0.11
South Africa 94.4 % 0.14
Sri Lanka 91.7 % 0.15
Taiwan 56.6 % 54.5 % 0.23 0.26 0.31
Thailand 91.0% 89.7 % 0.31 0.12
Turkey 70.0 % 12.0 % 0.19 0.15 0.11
Uruguay 99.3 % 0.12
Venezuela 57.6 % 34.1% 0.25 0.11
Zimbabwe 70.2 % 33.3% 0.19 0.10 0.22
Average 82.13% 46.73% 0.25 0.14 -

* The empty cells correspond to countries for wimichcurrency crises were encountered.

** The C24 node represents the associated attrib@te(i.e., the predicted probability of a crisis).

*** The missing data regarding Bolivia and Turkeg dot coincide with the crash periods. Jordan
has missing values in 12 months: 2 pre-crises @nttahquil months. The missing data regarding
Colombia and Zimbabwe do coincide with crash peridthese facts are successfully discovered by
the SOM model despite the missing data values. Mew&aiwan has one month (1997:12) with
missing values which corresponds to a tranquilgaerbut which comes soon after the crisis in
October.
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The poor classification accuracy for the 1994 srisiTurkey may be due to the fact that Turkey
has many missing values in its data. Another cawsgbe the fact that the 1994 currency crisis
in Turkey was partly explained by other factorsntlairrency crises in general. Kibritcioglu et

al. (1999) state that the currency crisis was empth by unobserved second-generation
variables, besides fundamental variables. Moreiggh¢ due to forthcoming elections, the

government was reluctant to increase the inteagss iin order to avoid a devaluation of Turkish
lira.

Table 7 presents the out-of-sample accuracies landverages of the C24 associated attribute
for the countries that experienced a currency<irsthe test period 1995:5-1997:12. The recall
rates are very high for the crash periods. The mwyvalues are encountered for Korea and the
Philippines.

The tranquil months that are mapped onto the C2esavith high values are, in most of the
cases, explained by the fact that these months weher before pre-crisis periods or
immediately after the crisis episodes. Thus, insafithese countries, e.g. Indonesia, Malaysia
and Taiwan, the economic conditions showed sigrenaimminent currency crisis even before
the 24-month period prior to the crisis. Moreov®sth during and immediately after a currency
crisis, it is likely that indicators still signambalances in the economy. That is, in some
countries, e.g. Colombia, Indonesia, Malaysia, &anvan, either it takes a longer time for the
economy to recover or the indicators signal ash&fore the 24-month period.

Table 7: Individual out-of-sample 1995:5-1997:12@a@cies for the SOM model. Only countries that
experienced a crisis during this time are shown.

Recall (accurac Average valug Average value| Average of
Overall racy = of theC24 | of the C24 nodethe C24 node
Country rate for predicting : ) o
accuracy X node before | during tranquil | when missing
a crises) . .
crises periods data

Colombia* 83.9% 92.3% 0.31 0.30 0.30
Indonesia 81.3% 95.8 % 0.34 0.28
Korea 34.4% 16.0 % 0.25 0.10
Malaysia 81.3% 89.7 % 0.31 0.31
Philippines 37.5% 16.7 % 0.16 0.19
Taiwan** 77.4 % 100.0 % 0.33 0.36 0.31
Thailand 90.6 % 89.7 % 0.31 0.16
Venezuela 90.6 % 72.7 % 0.25 0.07
Zimbabwe *** | 100.0 % 0.25 0.22
Average 75.22% 71.61% 0.28 0.22

* Columbia has one pre-crisis month with missintgada

** Taiwan has one month (1997:12) with missing eswhich corresponds to a tranquil period
after the crisis in October.

*** Zimbabwe experienced a crisis in 1997, but thenths corresponding to the pre-crisis period
contain missing values and therefore we did notthem in the calculation of accuracy. The last
column shows that these months have generallytavatye of the C24. Thus, most of them would,
if they would be projected on the SOM grid, entethie CC, although not in the EWNs.
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7. Visual analyses of currency crises

7.1 Monitoring the evolution of a country

Using the SOM model described in Section 5, oneatam monitor the evolution of a country
over time. In this situation, only the labels fdretcountry under analysis are displayed.
Economic conditions mapped into the CC give wegkas of an imminent currency crisis. If
the conditions are mapped into an EWN, a strongasigf an imminent currency crisis is given.
This approach can be visualized using trajectories|ines that connect every consecutive data
points that are labeled. Figure 6 shows trajecddioe semi-annual labels from 198611996:12

for Colombia, Thailand and Uruguay.

Colombia experienced its first crisis in the end 895. The map shows that the macroeconomic
conditions are mapped into the TC until mid-19%t&reéafter the conditions move into the CC
and, eventually, in early-1994, into an EWN. Theosel crisis episode was in 1997 and, in
accordance with that, the variables move between different EWNs, except in mid-1997,
until the end of the sample period.

The trajectories for Thailand are shown in the nddaap in Figure 6. Thailand experienced
only one crisis episode in 1997. The macroeconauilitions move into the CC already in
1993, thereafter they move back into the TC. Théabte values move into an EWN in early-
1996 and stay there until the end of 1997.
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Figure 6: Trajectories for Colombia (left); Thaildr(middle); Uruguay (right)

Uruguay did not experience any crisis. Figure ghi displays the economic conditions in
Uruguay for the selected path. The country appremthe CC in the end of the sample period.
A possible explanation for the movement of the alalgs is the global impact of the Asian
crises in 1997 and their effects on the imminentt&&merican economic crises.

7.2 Benchmarking countries’ vulnerability at a given time

Another use of the SOM model is in benchmarkingtac$ countries at a given point in time.
This gives an overview of the countries’ vulneriépito an imminent crisis episode. Figure 7
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displays the countries in the dataset, projectetb dseir conditions in 1996:1 and 1997:12, in
the left and right maps, respectively
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Figure 7: Mapping 1996:1 (left) and 1997:12 (rigHity all countries in the dataset

In 1996:1, the upper left corner of the map repressenost of the South Asia countries, while

the lower left corner represents generally the oéshe countries. Two South Asian countries

are not mapped in the upper left corner, namelyPthiéppines and Korea. Their crisis episodes
in 1997 were also the two most poorly predicteceriually, in the end of 1997, both Korea and

the Philippines have moved into the upper left eoriThe feature planes show the changes in
the macroeconomic conditions that are associated this movement (e.g., exchange rate

depreciation, high reserve loss).

The country monitoring and the benchmarking cardrabined and used to understand further
why the predictions for Korea and the Philippinesénbeen quite inaccurate. Figure 8 shows
the economies from South East Asia before thesciis1997. In the left map, Indonesia (IND),
Malaysia (MAL) and Korea (KOR) are shown, while tight map shows the Philippines (PHI),
Thailand (THA) and Taiwan (TAl).

The economic conditions in Korea move in the CGatit entering the EWNs much before the
collapse of the currency. The C24 nodes in the im&jigure 8 indicate that Korea’'s probability

for an imminent crisis is, for a long period, ordlightly under the chosen threshold. The
economic conditions of Taiwan and Thailand aregepkc¢he first and last vector for Thailand,

situated in the EWNs. An interesting remark is thiéftough Taiwan was one of the last Asian
economies to devalue their currency (October 198Y9ir macroeconomic variables were
mapped into an EWN during the whole out-of-sampeqal. The economic conditions of the

Philippines, on the other hand, are situated inldkaeer-left corner of the map until the crisis

vector in December 1997. In other words, althoughirg an overvalued exchange rate, the
Philippines macroeconomic variables did not ingdicah imminent crisis, since the warning

signals given by other variables were not strorgugh.

°® When the defined month had missing data, the ghegecomplete month was chosen. For Zimbabwe,
as the earliest complete data vector was in 18@5hest predicted month in 1997, namely Octobes, wa
chosen.
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Figure 8: The trajectories for Indonesia, Malaysiad Korea (left), and the Philippines, Thailand and
Taiwan (right)

The maps in Figure 8 show that most of the crigisagles in Asia are predicted correctly by the
SOM model. This means that the macroeconomic edgalsed in the model are able to capture
the effects of contagion that affected the coustrtbus giving early warning signals of an
imminent crisis™

8. Conclusions

Anticipating crisis episodes interests decision-enakin many fields; policymakers want to
avoid economic fluctuations, financial market paptants want to earn profits, and businesses
want to set production to optimize profits. Thisppa contributes to the literature on crisis
prediction with two main findings: the powerful uel presentation of early warning signals
using the SOM and the good prediction accuracheitodel.

The first key finding is that the SOM is capablectdssifying and describing macroeconomic
time-series data according to vulnerability foriamminent crisis. For this task, the SOM was
used in conjunction with the Ward-clustering alggori. Moreover, the predicted variable was
entered as an associated attribute and used &ifgl#fse nodes into early warning and tranquil
nodes. To describe the economic conditions priatutwency crises, the visual features of the
SOM, namely the feature planes, have been usednfwritoring a large set of variables
simultaneously. In addition, we demonstrated hogv 3 OM model can be used for analyzing
the evolution of individual countries, thereby siting unfavorable conditions. Moreover, the
SOM model has been used for benchmarking courdases their vulnerability to an imminent
crisis.

The second key finding is that the prediction aacyrof the SOM model is equally accurate
and to some extent superior in comparison with éivamiate probit model. When comparing
the two models’ in-sample performance using an asdéa threshold, the models show almost

9 The crises in Asia are explained in the literaterg. Masson (2001), Park and Song (1999) and
Schmukler et al. (2001), as crises triggered byagion from neighboring countries.
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identical accuracy, precision and recall when mteaj both crisis episodes and tranquil
periods. However, when predicting crises out-of{si@nusing the chosen threshold, the SOM
model shows better accuracy, precision and resabhdth types of periods.

For results that are independent from the chosesshbld, we compared the models’ ROC
curves. Although the models have slightly differgerformances, depending on the chosen
dataset and threshold, the ROC curves for thermmpt®and both out-of-sample models show
that their performance is similar. Thereby, ouralosive finding is that the SOM model does
not only visualize early warning signals intuitiyebut performs equally well in comparison
with a conventional statistical method, in terms atdissification and prediction accuracy.
Moreover, the missing data do not cause problelngsptediction accuracy is stable even when
incomplete data are tested. This confirms thatingsdata is not considered a problem for the
SOM.

An idea for future work is to add more variablestie model — variables that are extensively
discussed in the theoretical models of currencsestiMoreover, this study focused on currency
crises, but the same analysis could, using a difteset of variables and crisis definitions, be
conducted on other types of crises, e.g. bankingdmbt crises. However, for optimal results in
monitoring financial stability and predicting crisehe SOM should be used in combination
with other methods, all employing their respectdwantages.

Acknowledgements

We gratefully acknowledge the financial supportirdubileumsfonden 1968 at Abo Akademi,
Tekes project no. 33/31/08, and from the Academyiofand project no. 127592. We thank
Andrew Berg and Catherine Pattillo for providing e data, and Kristian Koerselman for
comments.

References

Aghion, P., Bacchetta P., Banerjee, A., 2001. GuyeCrises and Monetary Policy in an
Economy With Credit Constraint&uropean Economic Review,4B121-1150.

Alvarez-Plata, P., Mechthild S., 2004. Misleadindicators? The Argentinean currency crisis.
Journal of Policy Modeling 26687—603.

Arciniegas Rueda, I., and Arciniegas, F.A., 200@NMsBased Data Analysis of Speculative
Attacks' Real Effectdntelligent Data Analysi4d3(2): 261-300.

Back, B., Irjala, M., Sere, K., Vanharanta, H., 89@ompetitive Financial Benchmarking using
Self-Organizing Maps. in: Miklos A., (Ed.)Artificial Intelligence in Accounting and
Auditing 4 69-81, Markus Wiener Publishers.

Back, B., Oosterom, G., Sere, K., van Wezel, M95L9ntelligent information systems within
business: Bankruptcy predictions using neural neksvol he 3rd European Conference on
Information Systems (ECIS'95).

Berg, A., Borensztein, E., Pattillo, C., 2004. Asseg early warning systems: How have they
worked in practice?, IMF Working Paper. WP/04/52.

Berg, A, Pattillo, C., 1998. Are Currency Crise®dictable? A Test. IMF Working Paper.
WP/02/46.

Berg, A., Pattillo, C., 1999a. Predicting currenoyses - the indicators approach and an
alternative Journal of International Money and Finance, B51-586.

21



Berg, A., Pattillo, C., 1999b. What caused the Asidses: An early warning system approach.
Economic Notes 2885-334.

Bigus, J. P., 1996Data Mining with Neural Networks: Solving BusinéBsoblems from
Application Development to Decision Suppomlew York, NY: The McGraw-Hill
Companies Inc.

Blanco, H., Garber, P., 1986. Recurrent devaluaind speculative attacks on the mexican
peso.Journal of Political Economy 9448-166.

Calvo, G., 1987. Balance of payments crises insh-ti@advance economyournal of Money.
Credit and Banking 1919-32.

Chowdhry, B., Goyal, A., 2000. Understanding theaficial crisis in Asia.Pacific-Basin
Finance Journal 8135-152.

Collan, M., Eklund, T., Back, B., 2007. Using thefsrganizing map to visualize and explore
socio-economic developmeiBS Review 256-15.

Deboeck, G., 1998. Best practices in data miningguSelf-Organizing Maps, in: Deboeck G.,
Kohonen T., (eds.)Yisual Explorations in Finance with Self-OrganiziMpaps Springer,
pp. 201-229.

Deboeck G., Kohonen T., 1998isual Explorations in Finance with Self-OrganiziMpps
Springer.

Edison H. J., 2003. Do indicators of financial esisvork? An evaluation of an early warning
systemlinternational Journal of Finance & Economics Bl-53.

Edwards, S., 198%Real Exchange Rates, Devaluation and Adjustmemhdnhge rate Policy in
Developing CountriesCambridge, Massachusetts, MIT Press.

Eichengreen, B., Rose, A. K., 1998. Staying aflehén the wind shifts: External factors and
emerging-market banking crises. NBER Working PalNer.6370.

Eichengreen, B., Rose, A. K., Wyplosz, C., 1996nt&gious currency crises. CEPR Working
Paper. No. 1453.

Eklund, T., Back, B., Vanharanta, H., Visa, A., 20Q@Jsing the self-organizing map as a
visualization tool in financial benchmarkingformation Visualization 2171-181.

Fioramanti, M., 2008. Predicting sovereign debisesi using artificial neural networks: A
comparative approachiournal of Financial Stability 4149-164.

Flood, R., Garber, P., 1984. Collapsing exchange mregimes: some linear exampldsurnal
of International Economics 11-13.

Franck, R., Schmied, A., 2004. Predicting currermsis contagion from East Asia to russia and
brazil: An artificial neural network approach. SSRkrking Paper.

Frankel, J., Rose, A., 1996. Currency crashes iergimg markets. an empirical treatment.
Journal of International Economics 4351-366.

Furman, J., Stiglitz J. E., 1998. Economic Cris€&xidence and Insights from East
Asia. Brookings Papers on Economic Activity, 19-136.

Gerlach, S., Smets, F., 1995. Contagious specalatitacks.European Journal of Political
Economy 1145-63.

Goldberg, L., 1994. Predicting exchange rate crisesico revisited.Journal of International
Economics 36413-430.

Jeanne, O., 1997. Are currency crises self-fulfiy# A testJournal of International Economics
43, 263-286.

Kaminsky, G., Lizondo, S., Reinhart, C. M., 199&aling indicators of currency criséslF
Staff Papers 451-48.

Kaminsky, G., Reinhart, C., 1999. The twin crisdse causes of banking and balance of
payments problem#&merican Economic Review,8973-500.

22



Kaski, S., Kohonen, T., 1996. Exploratory data ysialby the self-organizing map: Structures
of welfare and poverty in the world. Proceedingla# Third International Conference on
Neural Networks in the Capital Markets. World Stir) 498-507.

Kibritcioglu, B, Bulent K., Gamze, U., 1999. A Lead Indicators Approach to the
Predictability of Currency Crises: The Case of ByrkHazine Dergisi, Sayi Working
Paper. No. 1998/12.

Kiviluoto, K., 1998. Predicting bankruptcies withet self-organizing mafNeurocomputing 21
191-201.

Kohonen, T., 2001Self-Organizing MapsVerlag, Berlin.

Krasker, W., 1980. The 'peso problem' in testing ¢ffciency of forward exchange markets.
Journal of Monetary Economics B69—-276.

Krugman, P., 1979. A model of balance-of-paymentses. Journal of Money Credit and
Banking. 11311-325.

Lestano, J., Kuper G. H., 2003. Indicators of firiahcrises do work! an early-warning system
for six Asian countries. CCSO Working Papers, 2@)31niversity of Groningen, CCSO
Centre for Economic Research.

Liu, S., Eklund, T., Collan, M., Sarlin, P., 201®8,Visualization and Clustering Approach to
Analyzing Early Warning Signals of Currency Crisés, Wang S. and Wang J. (Eds.)
Business Intelligence in Economic Forecasting: hetbgies and Techniquels] Global.

Martin-del-Brio, B., Serrano-Cinca, C., 1993. Selfanizing neural networks for the analysis
and representation of data: Some financial casesral Computing and Applications 1
193-206.

Masson, P., 2001Financial Crises in Emerging Markets€Cambridge, MA: Cambridge
University Press.

Nag, A., Mitra, A., 1999. Neural networks and eangrning indicators of currency crisis.
Reserve Bank of India Occasional Papers, 20 83;-222.

Obstfeld, M., 1986. Rational and self-fulfilling laace-of-payments criseBmerican Economic
Review 7672-81.

Obstfeld, M., 1994. The logic of currency cris€shiers Eqonomiques et Monétaires 489—
213.

Obstfeld, M., 1996. Models of crises with self-illiig features.European Economic Review
40, 1037-1047.

Obstfeld, M., Rogoff, K., 1995. The mirage of fixetchange rateslournal of Economic
Perspectives ,973-96.

Oja, E., Kaski, S., Kohonen, T., 2003. Bibliograpyself-organizing map (som) papers: 1998—
2001.Neural Computing Surveys B-156.

Park, Y., Song C., 1999, Financial Contagion im Hast Asian Crisis-With Special Reference
to the Republic of Korea. mimeo, Korea University.

Peltonen, T., 2006. Are emerging market currenises predictable? A test. ECB Working
Paper. No. 571.

Penati, A., Pennacchi, G., 1989. Optimal portfalimice and the collapse of a fixed exchange
rate regimeJournal of International Economics 27—24.

Radelet, S., Sachs, J., 1998. The East Asian Hala@dsis: Diagnosis, Remedies, Prospects.
Brookings Papers on Economic Activityl+90.

Sachs, J., Tornell, A., Velasco, A., 1996. Financigses in emerging markets: The lessons
from 1995.Brookings Papers on Economic Activityl#17—218.

Sarlin, P., 2010. Self-Organizing Maps — A Visualian Approach to Analyzing Early
Warning Signals of Currency Crise®ournal of the Economic Society of Finland @8-
40. In Swedish.

23



Schmukler, S. L., Newfarmer, R., Kawai, M., 200%ist@ and Contagion in East Asia: Nine
Lessons. World Bank Policy Research Working Pdger.2610.

Tan, R., van den Berg, J., van den Bergh, W. MO22@redit rating classification using self-
organizing maps. in: Smith, K., Gupta, J., (Edsgural Networks in Business: Techniques
and Applicationsldea Group Publishing, pp 140-153.

Vesanto, J., 1999, SOM-based data visualizatiorhoast Intelligent Data Analysis 3111 —
126.

Vesanto, J., Himberg, J., Alhoniemi, E., Parhankangd., 2000. SOM Toolbox for Matlab 5.
Report A57, Helsinki University of Technology, Liee Oy, Espoo,
http://www.cis. hut.fi/projects/somtoolbox/packagmsers/techrep.pdf

Ward, Joe, H. Jr., 1963. Hierarchical groupingpitimize an objective functiodournal of the
American Statistical Association. ,5836—244.

Witten, I. H., Frank, E., 2005. Data Mining: PraefiMachine Learning Tools and Techniques,
second edition, Morgan Kaufmann Publishers.

24



Appendix

1995:5- 1996:12
T T T T T T T T I TTTTT T T T T T T T T T T T T DA T T T T

09— threshold 7
—— C24
N —— Recall
N - = - Accuracy
T False positives ||
. i
77 AN . —
01— ‘w*'"""**—‘,-,___f e _ - B —
ol 11 I \ \HHHHHHHHHHH\HHHHHHHHHHfﬁTTT
123

N Y B
456 7 8 9101112131415 16 17 18 19.20 21 22 23 24 25 26 27 2829 30 31 32 33 34 35 36 37 3839 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 5758 59 60 61 62 63 64 65 66 67

Nodes

Figure A: Ratios of accuracy, recall of crash paisoand false positives for the 1995:5-1996:12 dut-o
sample data. The threshold chosen (C24=0.30) cpomeds to six nodes in the SOM.
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Figure B: Ratios of accuracy, recall of crash pelsoand false positives for the 1997 out-of-samata.d
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higher than the threshold 0.30 indicate the presasfccrisis within 24 months. The shadows represent

the actual pre-crisis periods.(Cont.)
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