
 

Tur ku Cent re Computer  Sciencefor 

TUCS Technical Report 
No 996, December 2010 

Author One | Author Two | Author Three 

Author Four | Author Five  

Title of the Technical Report 

 

Dorina Marghescu | Minna Kallio | Barbro Back 

Using financial ratios to 

select companies for tax 

auditing: An exploratory 
analysis 



 



 

TUCS Technical Report 

No 996, December 2010 

 

 

 
 
 
 

 
 
 

Using financial ratios to select companies for tax 
auditing: An exploratory analysis 
 
 
Dorina Marghescu 

Åbo Akademi University, Department of Information Technologies,  
Turku Centre for Computer Science 

Minna Kallio 
Åbo Akademi University, Department of Information Technologies, 
Turku Centre for Computer Science 

Barbro Back 
Åbo Akademi University, Department of Information Technologies, 
Turku Centre for Computer Science



 

 

 

 

Abstract 

Tax auditing procedures include an investigation of the accounting records of a 
company and of other sources of information in order to assess whether the taxation has 
been based on correct and complete information. When there are found discrepancies 
between the accounting information and the real situation, the taxation should be 
corrected so that the eventual tax defaults are assessed and debited. The paper analyzes 
to what extent the financial performance of a company can be used as an indicator of tax 
defaults. We focus on one type of tax, namely employer’s contribution or payroll tax, 
and four financial ratios. We evaluate different models built on a set of Finnish 
companies by using a binomial logistic regression analysis. The study is exploratory, 
meaning that it aims at understanding the characteristics of the companies with tax 
defaults, rather than confirming a hypothesis or predicting the likelihood that the 
company is in the high-risk group. In addition, the analysis is at a preliminary stage in 
the sense that it does not include all relevant characteristics of the companies, but only a 
limited amount, namely four ratios representing financial performance. However, the 
study is useful because it provides evidence that a certain group of companies that have 
employer’s contribution defaults presents particular characteristics and that more 
variables are needed to fully capture the particularities of the companies of interest. 
Methodologically, the study shows that the logistic regression is useful for modeling the 
differences between the companies with tax defaults and the companies without tax 
defaults, and that the pre-processing of the data in terms of filtering out the companies 
into meaningful groups is as important in modeling as the selection of appropriate 
variables. 

Keywords: tax auditing, financial performance, financial ratios, binomial logistic 
regression 
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1 Introduction 

In Finland, tax audits are one form of tax control undertaken by the Tax Administration to ensure that the 
taxes are imposed in the correct amount and at the right time. Tax auditing procedures include an 
investigation of the accounting records of a company and of other sources of information in order to 
assess whether the taxation has been based on correct and complete information [1]. Taxation is based on 
the information provided by taxpayers and other sources; therefore, when, through audit, there are found 
discrepancies between the provided information and the real situation, the taxation should be corrected so 
that the eventual tax defaults are assessed and debited. The tax defaults here refer to those tax liabilities 
that are not timely paid due to misreporting; they are different from the tax corrections that are done 
routinely by the Tax Administration.  

Tax audits are expensive and thus, tax authorities must select the taxpayers for auditing carefully. It is 
important that the tax audits target those companies that have indeed significant tax defaults. Hence, 
finding effective and efficient methods and models for selecting the companies for tax auditing is an 
important task, interesting for both public authorities and academia. The literature on this topic is not very 
generous. One reason is that the task is very difficult to be accomplished by a single method, but rather by 
a multitude of methods and during a highly interactive process involving both domain experts and 
database systems [2]. In addition, tax crimes are detected by using complex procedures that are usually 
conducted by cooperating authorities. These procedures usually employ all kinds of information, not only 
financial information or data that are stored in computers’ databases. Another reason is the confidential 
nature of the subject and of the data under analysis [3,4].  

Tax audits’ scope includes all categories of taxes or only some of them. In this paper, we focus on the 
employer’s contribution or payroll tax1. We investigate whether there are any relationships between the 
presence of employer’s contribution defaults and the financial performance of companies. The study aims 
at determining the extent to which the financial performance of a company, measured by four particular 
ratios, signals the presence of employer’s contribution defaults. The study is exploratory, meaning that it 
aims at understanding the characteristics of the companies with tax defaults, rather than confirming a 
hypothesis or predicting the likelihood that the company is in the high-risk group. In addition, the analysis 
is at a preliminary stage in the sense that it does not include all relevant characteristics of the companies, 
but only a limited amount, namely four ratios representing financial performance. However, the study is 
useful because it provides evidence that a certain group of companies that have employer’s contribution 
defaults presents particular characteristics and that more variables are needed to fully capture the 
particularities of the companies of interest. Methodologically, the study shows that the logistic regression 
is useful for modeling the differences between the companies with tax defaults and the ones without tax 
defaults, and that the pre-processing of the data in terms of filtering out the companies into meaningful 
groups is as important in modeling as the selection of appropriate variables. 

The rest of the paper is structured as follows. Section 2 presents a summary of approaches used in the 
selection of taxpayers for auditing. Section 3 discusses briefly the financial performance ratios for 
bankruptcy prediction. Section 4 describes an empirical study that uses logistic regression analysis to 
investigate the relationships between financial performance and employer’s contribution. Section 5 
describes ten models obtained by analyzing the data. Section 6 discusses the results and the limitations of 
the study. Section 7 concludes the paper. 

2 Selection of Taxpayers for Auditing 

The selection of tax payers for inspection regards the identification of profiles of companies that are 
likely to provide erroneous or fraudulent tax returns and the specification of models that estimate the 

                                       

 
1 In this paper, we use the term employers’ contribution [21]. This refers to what is defined in other sources as the 
payroll tax.  
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probability that a company has a high-risk of being inspected [2,5]. One approach to select companies for 
tax auditing is to assign a risk score to each company. The score measures the likelihood of that company 
to have discrepancies between the data provided and the real situation [2,5,6].  

Another researched approach is to test data against the Benford’s law [7] in order to detect anomalies 
in lists of numbers representing the financial indicators provided by companies to the tax authority. 
Benford’s law is the expected frequency distribution of the 0-9 digits in a given dataset [8]. This approach 
is used in [4,8,9] for detecting accounting manipulations. 

A clustering approach for selecting companies for tax auditing using the Self-Organizing Map 
technique has been explored in [10]. The dataset is partitioned based on eight variables suggested by the 
Finnish Tax Authority. A model is successful if a high-risk cluster containing a high proportion of 
inspected companies with large tax defaults is identified. Moreover, the number of uninspected 
companies assigned to the high-risk cluster should be reasonable, because the model assumption is that 
the uninspected companies that belong to the high-risk cluster are similar to the ones inspected and, 
therefore, likely to generate similar tax corrections if audited. 

3 Financial Performance 

Financial performance indicators are usually defined as ratios in order to allow comparisons across 
companies and over time [11]. The ratios are extensively used in bankruptcy prediction models. The 
empirical research in the area of bankruptcy prediction started with [12-14]. Their aim was to discover 
from the data the characteristics of the companies likely to fail. The explanatory variables are usually 
financial ratios representing profitability, solvency and liquidity ratios [11]. Empirical studies using 
Finnish data are, for example, conducted to determine the explanatory power of ratios in bankruptcy 
prediction using different multivariate methods [15] and to benchmark companies using the Self-
Organizing Map [16]. 

The bankruptcy prediction models are important, for example, in bank lending because banks need to 
predict the probability of default of a firm that solicits a credit [17]. Moreover, the financial ratios are 
recently explored for being used to detect false financial statements [18].  

The topic of bankruptcy prediction is also relevant to that of tax auditing. Similarly with credit risk 
assessment, the financial ratios could be used to detect companies that present large tax defaults. The 
motivation of using financial ratios for identifying companies with tax defaults is suggested by studies 
such as [9] that provide evidence that in Finland some companies report lower income in order to avoid 
taxes. Reporting lower income for the purpose of tax evasion could be therefore tracked by analysing the 
financial performance of the companies. On the other hand, a Finnish Police report mentions that 
companies involved in economic crimes usually have a short life-cycle, presenting a tendency to go 
bankrupt shortly after they start up [19]. Thus, a low performance of companies and the likelihood of 
becoming bankrupt in the near future may signal possible tax evasion behaviour. 

4 An Empirical Study 

Inspired by the above studies and evidence, we evaluate the power of four ratios to indicate tax defaults. 
We focus on employer’s contribution defaults (ECD). The ECD are a remarkable and surprisingly 
common area in grey economy. It has been estimated that in EU there are over 30 million employees 
getting “grey salaries” and the Finnish government has worked over fifteen years to solve this problem 
[20]. The employer’s contributions are defined in [21] as being the amounts paid to the public 
administration in addition to, and because of, paying wages to an employee.  
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4.1 Data  
The dataset consists of a sample of Finnish limited companies of a particular business line and industry in 
2004. By a filtering procedure, we removed the companies for which no financial statements data were 
available to us. Here, we analyze only the inspected companies because they, unlike the uninspected ones, 
can be classified based on the presence of employer’s contribution defaults.2 The inspected companies 
consist of three classes: (1) Clean: companies that have been inspected and no defaults have been found; 
(2) Employer’s contribution defaults: companies that have been found with employer’s contribution 
defaults, and possibly with other tax defaults too; and (3) Other tax defaults: companies that have been 
found with other tax defaults than employer’s contribution. Table 1 presents the companies in the dataset 
under analysis. 

Table 1: Classification of the companies 

Classification Explanation Count 
Class 1 Clean 129 
Class 2 Employer’s contributions defaults 193 
Class 3 Other tax defaults 152 

4.2 Variables 
The explanatory variables used in the models are two profitability ratios, one solvency ratio, and one 
liquidity ratio. The ratios3 are selected based on the data availability and their relation with bankruptcy 
prediction models. The dependent variable is binary and indicates the presence of the employer’s 
contribution defaults. 

4.3 Method 
For modeling the relationships between the financial performance and the ECD we use binomial logistic 
regression in SPSS Modeler [22]. Based on the classification of companies and different pre-processing 
operations, we built several binomial logistic regression models. The pre-processing steps are described in 
Section 4.3.1, and a brief review of the binomial logistic regression is presented in Section 4.3.2. 

The models are evaluated in terms of (1) the explanatory power of the independent variables and (2) 
the classification performance. The importance of each independent variable in the model is measured by 
the Wald statistic. However, this test is sensitive to very large estimates, leading to type II errors, i.e., 
variables that have large coefficients estimates are regarded as not significant (when they are in fact 
significant). The model fit is assessed using three statistics:  (1) Hosmer and Lemeshow test, (2) Omnibus 
test, and (3) Nagelkerke R-squared. Hosmer and Lemeshow test is used to assess the overall fit of the 
model. It calculates a chi-square statistic and if its value is not significant it indicates that the differences 
between the predicted and observed probabilities are not significant, therefore the model adequately fits 
the data. The Omnibus test is also based on the chi-square method. It tests whether the predictors 
influence significantly the dependent variable. If the test indicates significance, then at least one of the 
predictors contributes significantly to predicting the response. The Nagelkerke R-squared is a measure of 
explained variance in the dependent variable, similar to the R-squared in multiple regression analysis. 
Thus, it is an attempt to measure the strength of association between the independent and dependent 
variables. However, its value is sensitive to the frequency distribution of the dependent variable. Due to 
the fact that not all datasets are balanced, this measure is more difficult to interpret than the corresponding 
R-squared in multiple regression models. Nevertheless, a value close to 1 is desirable. If the value is close 
to zero, it means that the model is underspecified, and therefore, more variables should be added to the 
model. 

                                       

 
2 The problem setting is therefore different from that of bankruptcy prediction, where the number and identities of the 
companies that went bankrupt are known. 
3 The names and definitions of the independent variables are confidential. 
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The classification performance of the model is measured by the overall accuracy rate, the true positive 
rate and the false positive rate. The true positive rate measures the proportion of correctly classified 
companies as having employer’s contribution defaults. The false positive rate calculates the proportion of 
companies with no employer’s contribution defaults that are misclassified. 

4.3.1 Pre-processing 

First, we perform univariate and bivariate statistical analyses in order to test whether the ratios are 
normally distributed, present outliers, and are correlated. We also study the discriminatory power of the 
four ratios. The outliers are defined according to the definition used by the box-plot technique [23, p. 28]. 
The box plot uses the interquartile range (IR) as a measure of spread of the distribution. The interquartile 
range is the distance between the upper and lower quartiles (the 75th and the 25th percentiles respectively). 
The outliers are the values that are either larger than P75+1.5 x IR or smaller than P25-1.5 x IR, where 
P75 and P25 are the 75th and 25th percentiles, respectively [24, pp. 25-27]. To measure the correlations 
between variables we computed the Spearman’s correlation coefficient. To test the differences between 
classes in terms of the financial ratios, we use the Median test, with the significance level 0.05 for the 
two-tailed region of rejection. The Median test is a non-parametric procedure used for testing whether 
two or more groups differ in central tendencies measured by the median in each group [25].  

4.3.2 Binomial logistic regression analysis 

Binomial logistic regression is employed to investigate the relationships between the set of independent 
variables and the dependent variable. This method is a type of regression that is used when the dependent 
variable is binary, that is, it has only two values, for example, positive or negative, 0 or 1, etc. In our 
problem setting, a company may or may not have employer’s contributions defaults.  The method is 
useful for (1) predicting the dependent variable based on a number of independent variables (predictors) 
of any type; (2) determining the percent of variance in the dependent variable explained by the predictors; 
(3) ranking the relative importance of the predictors; and (4) understanding the influence of the 
explanatory variables [26]. In this study, the focus is especially on the last three tasks, the first one, 
prediction, is only employed to evaluate the models (in fact, only classification as we do not test the 
models on new datasets). 

The dependent variable is determined as the estimated probability that the event associated with the 
dependent variable occurs [22]. In our case, the event is the presence of employer’s contributions 
defaults. Probability of this event is defined based on the logistic curve and the values of the independent 
variables as in the following equation. 

ze
eventP −+

=
1

1
)( , 

where Z is the linear combination of the n independent variables included in the model, i.e., 

nnXBXBXBBZ ++++= ...22110 . Z is also known as an unobservable factor that influences the event of 

interest. For our data, the model is defined by equation (1). 
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where ECD=1 indicates the presence of employer’s contributions defaults, and 4,...,1, =iRi  are the 

financial ratios.  To estimate the coefficients of the logistic model, 4,...,0, =iBi , the maximum-likelihood 

method is used. This method is an iterative algorithm that selects the coefficients that make the observed 
results most likely. Once the coefficients are estimated, the predicted probabilities can be calculated by 
replacing the values in the equation (1). 

 
Norušis [22, p. 322] warns about the differences in the probability estimates that may appear due to the 

fact that the model has been built based on a different mix of cases in the sample than in the population. 
The probability estimates are calculated based on the proportion of cases in the sample that experienced 
the event of interest. If this proportion does not reflect the one in the population, then the estimated 
probabilities are not correct for the population, because the estimate of the constant term in the model 
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differs. However, the coefficients’ estimates are correct and the warning concerns only the validity of the 
prediction or classification accuracy of the models. This means that, for example, if in the whole 
population only 3% of the instances present the event of interest, but the model is based on a sample in 
which 30% of the instances are in the category of interest, then the probability estimates, that is, the 
estimated value of the dependent variable, can exhibit differences from the real values. However, the 
model is reliable in terms of explanatory power of each independent variable. Therefore, in our models, 
the coefficients estimates are easy to interpret, however, the probability estimates have to be interpreted 
with caution, since the true proportion of the companies with ECD in the whole population is unknown. 

5 Results 

5.1 Initial data pre-processing 
Based on the univariate data analyses, we found that no ratio is normally distributed. This result is in line 
with [27] which points out that rarely financial data are normally distributed. All four ratios have outliers, 
especially abnormally smaller values than typical values. Three of the ratios have also very large values 
(Ratios 2, 3 and 4). In this dataset, 95 companies have outliers in one or more of the ratios.  
 

Because outliers may distort the analysis results, we analyze separately the dataset of 474 companies 
and the dataset of 379 companies that does not include the outliers. We denote these datasets by ‘474 
dataset’ and ‘379 dataset’, respectively. In the ‘379 dataset’, there are 51 companies that have all four 
ratios equal to zero. They are also likely to distort the analysis results, because they come mainly from 
missing or incomplete data. Therefore, we analyze separately the dataset after these 51 companies are 
removed. We refer to this dataset as ‘328 dataset’. In addition, we consider a fourth subset obtained by 
removing the companies with all ratios zero from the ‘474 dataset’. This set is referred to as ‘423 
dataset’. 

The Spearman’s correlation coefficients indicate that the four ratios are correlated among themselves, 
this fact posing the problem of multicolinearity in the logistic regression model. A solution to this 
problem can be to perform the principal components analysis to obtain new variables that are not 
correlated to each other, but preserving the variance in the data. This approach will be considered for 
future work. The correlations between the four ratios and the dependent variable (the presence of ECD) 
are presented in Table 2. 

Table 2: Correlation coefficients’ sign and significance in different datasets 

ECD in datasets 
 

‘474’ ‘379’ ‘328’ 
Ratio 1   +* 
Ratio 2 -* -**  
Ratio 3 -** -**  
Ratio 4 -** -**  

+* positive relationship significant at 0.05 
-** negative relationship significant at 0.01 Legend: 

-* negative relationship significant at 0.05 
 

Table 3 presents the results of the Median test for measuring the significance of the ratios in 
discriminating between the two classes of companies in the four datasets. With bold are marked the 
significant variables at level 0.05.  
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Table 3: Significant differences between groups in different datasets using Median test 

Dataset Ratio 1 Ratio 2 Ratio 3 Ratio 4 
‘474’ 0.08 0.00 0.01 0.00 
‘423’ 0.81 0.33 0.30 0.08 
‘379’ 0.38 0.00 0.05 0.00 
‘328’ 0.59 0.26 0.82 0.5 

 
The change in significance of Ratios 2, 3 and 4 may indicate that the companies with zero-value ratios 

that belong to the ‘474’ and’379’ datasets can be the ones which make the difference between the two 
groups of companies investigated. 

We performed the logistic regression modeling on different datasets to see what pre-processing 
approach could be more useful in the task of obtaining meaningful patterns. First, we analyze separately 
the ‘474’, 379’, 328’, and ‘423’ datasets. Second, in the ‘474 dataset’ we add four binary variables that 
signal the presence of ratios with zero values ( 4,...,1, =iZ i ). One binary variable is added for each ratio. 

The binary variables Zi are entered in the model as categorical variables. Because there are only two 
possible values for each Zi, in this case the first value, i.e., 0 is represented as a dummy variable. The 
dummy variable is interpreted as follows; Zi=0 corresponds to Ri=0, and Zi=1 corresponds to Ri≠0, 

4,...,1=∀i .  
A third approach is to remove from the ‘474 dataset’ companies with other tax defaults than 

employer’s contributions to observe whether the four ratios explain the difference between clean 
companies and the ones with ECD. Similarly, we remove from the ‘474 dataset’ the clean companies and 
perform logistic regression on the remaining dataset to observe whether the financial ratios and the four 
binary variables added explain the differences between companies with ECD and those with other tax 
defaults. Moreover, we examine the extent to which the financial ratios influence the probability that a 
company has other tax defaults than employer’s contributions, when the companies with ECD are 
removed from the dataset.  

Fourth, because the ‘474 dataset’ is imbalanced, i.e., the number of companies with ECD is lower than 
the rest of the companies, we create a balanced dataset by randomly sampling a fixed number of 
companies from the other two classes, clean and other tax defaults. In addition, in a similar manner we 
also create a balanced dataset that includes only the clean companies and the companies with ECD. Table 
4 presents the above datasets and a short description of them. 

Table 4: Datasets used in binary logistic regression 

Model 
id 

Dataset Description 

1 ‘474’ The original dataset. 
2 ‘423’ The original dataset without the companies that have all ratios equal to zero. 
3 ‘379’ The ‘474’ set without outliers. 
4 ‘328’ The ‘423’ set without outliers. 
5 ‘474 + 4B’ The original dataset to which four binary variables are added that signal the 

ratios that are equal to zero. 
6 ‘474+4B balance’ ‘474+4B’ to which a fixed number of companies from class clean and with 

other tax defaults than ECD are deleted by randomly sampling from the 
mentioned groups, so that the dataset becomes balanced, i.e., the number of 
companies with ECD equals the number of the rest of the companies. 

7 ‘474+4B clean vs. EC’ ‘474+4B’ from which the companies with other tax defaults than ECD are 
removed. 

8 ‘474+ 4B other vs. EC’ ‘474+4B’ from which the clean companies are removed. 
9 ‘474+ 4B clean vs. other’ ‘474+4B’ from which the companies with ECD are removed. 
10 ‘474+4B clean vs. EC 

balance’ 
‘474+4B clean vs. EC’ to which a fixed  number of clean companies are 
duplicated by random sampling, so that the dataset becomes balanced. 
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5.2 Models 
For each dataset in Table 4, we create a binomial logistic regression model. The evaluation of each model 
regards the model estimates and Wald significance level of each independent variable. Moreover, the 
goodness-of-fit and classification performance measures are presented in a separate table where the 
measures are denoted from 1 to 8 as follows.  
1: Hosmer and Lemeshow test; a p-value higher than .05 shows a good model fit. 
2: Omnibus test; a p-value smaller than .05 shows a good model fit. 
3: Nagelkerke R-squared test; a value close to 1 is desirable showing good model specification. 
4: Baseline accuracy % of a naive model. 
5: Model accuracy % = the classification accuracy rate of the model.  
6: True positive rate %. 
7: False positive rate %. 
8: Cutoff = the threshold value of the probability estimated by the model that a company is found with ECD. 

Model 1 

The first model is built for the entire dataset selected for analysis (Table 1). This consists of 474 
companies, out of which 193 have ECD. The dataset is imbalanced, contains outliers and companies with 
all ratios equal to zero. The results show that none of the independent variables has a significant 
contribution for estimating the probability of ECD (Table 5). Moreover, none of the evaluation measures 
exhibits good model fit or classification accuracy (Table 6). The results mean that a model that is based 
on these four ratios and includes outliers and companies with all ratios equal to zero (due to misreporting 
or no activity) does not provide reliable estimates, and therefore cannot be used for explanation or 
prediction of present or future ECD, respectively. 

Table 5: The estimates and their significance levels in Model 1 

Variable Estimate’s sign Wald significance level 
R1 - 0.444 
R2 + 0.291 
R3 - 0.326 
R4 + 0.385 
Constant - 0.070 

Table 6: Goodness-of-fit and classification accuracy in Model 1 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 1 0.009 0.068 0.025 59.03 58.6 0.5 1.4 0.5 

 
The poor fit of the model is illustrated in Figure 1 that displays the estimated probability of ECD for 

the companies with ECD (marked with 1) and without ECD (marked with 0). The plot shows that the 
model is not able to discriminate between these two types of companies, both of them being assigned low 
probabilities of having ECD. 

 
Figure 1. Classification performance in Model 1 
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Model 2 

The second model is built for the dataset after removing the companies with all ratios equal to zero. Ratio 
R1 appears to be significant and it is positively related with the probability of ECD (Table 7). Moreover, 
two goodness-of-fit measures (HL and Omnibus tests) show good model fit, but the classification 
accuracy of the model is not satisfactory (Table 8). The HL test indicates that the difference between 
predicted and observed probabilities is not significant, thus the model fits the data. The Omnibus test 
shows that at least one variable in the model is able to contribute significantly to the dependent variable. 
However, the third measure shows that the model is underspecified, thus more variables are needed to 
fully capture the variance in the dependent variable. 

Table 7: The estimates and their significance levels in Model 2 

Variable Estimate’s sign Wald significance level 
R1 + 0.088 
R2 + 0.739 
R3 - 0.330 
R4 - 0.253 
Constant - 0.000 

Table 8: Goodness-of-fit and classification accuracy in Model 2 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 2 0.761 0.046 0.031 63.6 63.4 0.6 0.7 0.5 

 
The classification performance of the model is illustrated in Figure 2. The graph shows that the two 

types of companies are not well separated based on this model. 

 
Figure 2. Classification performance in Model 2 

Model 3 

The third model is built for the dataset after removing the outliers. The companies with all ratios zero are 
included in the model. Only Ratio R4 appears significant, and it is negatively related with the probability 
of ECD (Table 9). Only Omnibus test shows good model fit, in particular that at least one variable (i.e., 
R4) is significant. However, the model is underspecified and the differences between predicted and 
observed probabilities are significant. On the other hand, the prediction accuracy is higher than in the 
previous models, but the rate of false positives also increases in this model (Table 10).   
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Table 9: The estimates and their significance levels in Model 3 

Variable Estimate’s sign Wald significance level 
R1 + 0.967 
R2 - 0.794 
R3 - 0.122 
R4 - 0.016 
Constant - 0.240 

Table 10: Goodness-of-fit and classification accuracy in Model 3 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 3 0.043 0.002 0.059 55.9 62.8 45.5 23.6 0.5 

 
Figure 3 shows that the model is able to separate some of the companies with the ECD from the rest. 

However, for the chosen cutoff value 0.5 of the estimated probability, the separation is not very good, 
resulting in a high false positive rate. At a higher cutoff value, the false positive rate will decrease, on the 
expense of a small true positive rate.  
 

 
Figure 3. Classification performance in Model 3 

Model 4  

Model 4 is based on the dataset after removing both outliers and companies with all ratios equal to zero. 
Table 11 presents the signs of the estimates in the model and the Wald significance levels; significant 
associations are in bold. The ratio R1 is positively related with the presence of ECD; the higher R1, the 
higher the probability that the company has ECD. Ratio R4 is negatively associated with the presence of 
ECD; a lower R4 indicates a higher probability that the company has ECD.  

Table 12 presents measures of model performance. The model fits the data (measures 1 and 2), but it is 
underspecified (measure 3). The classification accuracy (61.6%) measures the extent to which this model 
is able to distinguish between the two types of companies; it is very close to that of a naïve model that 
predicts the class with the highest frequency (i.e., companies without ECD). The rate of false positives is 
small (9.5%), while only 16.4% of the companies with ECD are correctly classified. 

Table 11: The estimates and their significance levels in Model 4 

Variable Estimate’s sign Wald significance level 
R1 + .009 
R2 - .652 
R3 - .393 
R4 - .082 
Constant - .010 
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Table 12: Goodness-of-fit and classification accuracy in Model 4 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 4 0.778 0.018 0.049 61.0 61.6 16.4 9.5 0.5 

 
Figure 4 shows graphically the classification performance. The separation between the two types of 

companies is not clear in this model, though the model is at some extent useful and significant. 
 

 
Figure 4. Classification performance in Model 4 

Model 5  

Model 5 is based on the original dataset to which four binary variables are added. The four dummies, 
denoted by Z1, Z2, Z3 and Z4, are introduced to observe whether the zero values of the ratios can have an 
impact on the estimation of ECD presence. The results show that two of the dummies, corresponding to 
the ratios R3 and R4, are significantly negatively related to the estimated probability (Table 13). 
Moreover, all three goodness-of-fit measures indicate model fit (Table 14). However, the low value of 
Nagelkerke measure (3) shows that the model is underspecified, meaning that more variables are needed 
in the model.  

The classification accuracy of this model is the best among all analyzed models. The rate of false 
positives is also one of the lowest when compared to the true positives rate. The graphic illustrating the 
separation of the companies based on this model is shown in Figure 5.  

Table 13: The estimates and their significance levels in Model 5 

Variable Estimate’s sign Wald significance level 
R1 + .206 
R2 + .656 
R3 - .347 
R4 - .368 
Z1 - .875 
Z2 + .231 
Z3 - .098 
Z4 - .008 
Constant + .001 

Table 14: Goodness-of-fit and classification accuracy in Model 5 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 5 0.808 0 0.115 59.3 64.1 25.4 9.3 0.5 
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Figure 5. Classification performance in Model 5 

Model 6 

Model 6 is the balanced version of Model 5, so that the number of companies with ECD equals the 
number of companies without ECD. There are no important differences between Model 6 and Model 5, 
except that the overall accuracy is lower in Model 6, while the true positives and false positives rates are 
higher (Tables 15,16). In both models, there is a group of companies with ECD that clearly separates 
from the rest of companies (Figure 6). These account for 31.6% of the companies with ECD. 

Table 15: The estimates and their significance levels in Model 6 

Variable Estimate’s sign Wald significance level 
R1 + .558 
R2 + .551 
R3 - .314 
R4 - .142 
Z1 + .595 
Z2 + .498 
Z3 - .051 
Z4 - .065 
Constant + .000 

Table 16: Goodness-of-fit and classification accuracy in Model 6 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 6 0.421 0 0.13 50.1 59.4 31.6 12.9 0.5 

 

 
Figure 6. Classification performance in Model 6 

Model 7 

Model 7 uses only the companies with ECD vs. the clean companies.  Only the two dummy variables 
corresponding to ratios R3 and R4 are significant. They are negatively associated with the dependent 
variable (Table 17). It means that the lower Z3 and Z4, the more likely is that the companies have ECD. 
In other words, the companies which have R3 and R4 equal to zero are likely to have ECD. However, the 



 

12 

evaluation of the model shows that the model accuracy is lower than of a naïve model, where the most 
frequent class (companies with ECD) is assigned to all companies (Table 18). Therefore, the model can 
classify correctly based on this rule only 28.5% of the companies with ECD, while producing 9.3% of 
misclassifications of the clean companies. This fact is also illustrated in Figure 7, which shows that the 
correctly classified companies with ECD are clearly separated from the rest, while the model produces 
also a number of false alarms. 

Table 17: The estimates and their significance levels in Model 7 

Variable Estimate’s sign Wald significance level 
R1 + .763 
R2 - .606 
R3 - .331 
R4 + .772 
Z1 + .788 
Z2 + .133 
Z3 - .066 
Z4 - .032 
Constant + .000 

Table 18: Goodness-of-fit and classification accuracy in Model 7 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 7 0.108 0.001 0.108 59.9 53.4 28.5 9.3 0.7 

 

 
Figure 7. Classification performance in Model 7 

Model 8 

Model 8 compares the companies with ECD with the ones having other type of tax defaults (e.g., income 
tax or VAT). The results show that these two categories of companies are different with respect to Ratio 
1, Ratio 4 and the dummy corresponding to R4 (Table 19). The positive sign of the estimate for R1 
indicates that the higher R1, the higher the probability that the company has ECD. In addition, the 
negative signs for R4 and Z4, indicate that the lower R4, or if it is equal to zero, then the probability of 
having ECD increases. The model fits the data well (Table 20), but it is underspecified (lower value of 
Nagelkerke measure). Though the overall accuracy is lower than of a naïve model, there are 23.5% of the 
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companies with ECD that can be characterized by a high R1 and low or zero R4, when the threshold 
value is set to 0.8. In addition, the rate of false positives is very low. Figure 8 shows that the group of 
23.5% companies with ECD that are correctly classified using this model is well separated from the rest 
of the companies. 

Table 19: The estimates and their significance levels in Model 8 

Variable Estimate’s sign Wald significance level 
R1 + .024 
R2 + .518 
R3 - .586 
R4 - .011 
Z1 - .757 
Z2 + .554 
Z3 - .425 
Z4 - .048 
Constant + .000 

Table 20: Goodness-of-fit and classification accuracy in Model 8 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 8 0.584 0 0.165 55.9 55.4 23.8 4.6 0.8 

 
Figure 8. Classification performance in Model 8 

Model 9 

Model 9 aims at observing differences between the companies with other tax defaults than ECD and the 
clean companies. The results show that none of the four ratios and their corresponding dummies is able to 
discriminate between the two types of companies (Table 21). The model therefore does not fit the data 
(Table 22).  Figure 9 illustrates that the clean companies are hardly separable from the companies with 
other type of tax defaults than ECD. 

Table 21: The estimates and their significance levels in Model 9 

Variable Estimate’s sign Wald significance level 
R1 - .196 
R2 - .463 
R3 - .455 
R4 + .226 
Z1 + .819 
Z2 + .422 
Z3 - .237 
Z4 + .610 
Constant - .561 
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Table 22: Goodness-of-fit and classification accuracy in Model 9 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 9 0.047 0.085 0.064 54.1 51.2 17.8 9.3 0.6 

 

 
Figure 9. Classification performance in Model 9 

Model 10 

Finally, Model 10 is the balanced version of Model 7. The results are similar with Model 7, but in 
addition to the dummies for R3 and R4, the dummy of Ratio 2 is also found significant (Table 23). The 
signs of the estimates indicate that, if R3 and R4 are equal to zero and R2 is high, then the company is 
likely to have ECD. The model fits the data and it has a relatively good accuracy performance when the 
cutoff is set to 0.7, compared with other models (Table 24). Figure 10 illustrates that there is a group of 
companies (28.5% of the companies with ECD), which follow this pattern.  

Table 23: The estimates and their significance levels in Model 10 

Variable Estimate’s sign Wald significance level 
R1 + .669 
R2 - .284 
R3 - .276 
R4 + .690 
Z1 - .916 
Z2 + .092 
Z3 - .017 
Z4 - .014 
Constant + .000 

Table 24: Goodness-of-fit and classification accuracy in Model 10 

 Goodness of fit Classification accuracy 
Measures 1 2 3 4 5 6 7 8 
Model 10 0.435 0 0.134 50 60.1 28.5 8.3 0.7 
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Figure 10. Classification performance in Model 10 

 

6 Summary and discussion 

Table 25 presents the significance levels of the Wald statistic in all ten models. Typically, a variable is 
considered significant if the value in the table is lower than 0.05. However, values below 0.1 can also be 
regarded as acceptable. The values in bold indicate the variables significant at the 0.1 level. Generally, the 
Ratios 2 and 3 are not significant; therefore they can be removed from a future analysis. However, the 
dummy corresponding to Ratio 3 appears in many models as significant; similarly dummy Z2 is 
significant in Model 10. Ratios 1, 4 and dummy Z4 are significant in some models. 

Table 25: Wald significance levels for individual variables in the models corresponding to different datasets 

 Models (Datasets) 
Variable 1 2 3 4 5 6 7 8 9 10 
R1 .444 .088 .967 .009 .206 .558 .763 .024 .196 .669 
R2 .291 .739 .794 .652 .656 .551 .606 .518 .463 .284 
R3 .326 .330 .122 .393 .347 .314 .331 .586 .455 .276 
R4 .385 .253 .016 .082 .368 .142 .772 .011 .226 .690 
Z1     .875 .595 .788 .757 .819 .916 
Z2     .231 .498 .133 .554 .422 .092 
Z3     .098 .051 .066 .425 .237 .017 
Z4     .008 .065 .032 .048 .610 .014 
Constant .070 .000 .240 .010 .001 .000 .000 .000 .561 .000 
 

Table 26 presents the signs of the model estimates for each independent variable, including the 
dummies. A negative value in Table 26 indicates that there is an inverse relationship between the 
predictor and the dependent variable, e.g., the relationships between R4 and Z4 and the presence of ECD 
in models 3-8 and 10. In these models, a small value of R4 is associated with a high probability of having 
employer’s contributions defaults. In addition, the fact that R4 is different than zero (Z4) decreases the 
probability that the company has ECD; in other words, if a company has R4 equal to zero, it has a higher 
probability that has ECD. 
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Table 26: The signs of the coefficients’ estimates in different models 

 Models (Datasets) 
Variable 1 2 3 4 5 6 7 8 9 10 
R1 - + + + + + + + - + 
R2 + + - - + + - + - - 
R3 - - - - - - - - - - 
R4 + - - - - - + - + + 
Z1 n.a. n.a. n.a. n.a. - + + - + - 
Z2 n.a. n.a. n.a. n.a. + + + + + + 
Z3 n.a. n.a. n.a. n.a. - - - - - - 
Z4 n.a. n.a. n.a. n.a. - - - - + - 
Constant - - + - + + + + - + 
 

A similar interpretation is given to the negative estimates for the Z3 variable. In all models where this 
variable is present, the estimate is negative, indicating that a value of R3 different than zero decreases the 
probability that the company has ECD. In other words, a company with R3 equal to zero has a higher 
probability that has ECD. In models 5-7 and 10 this relationships is found as significant at level 0.1. 

On the other hand, a positive value in Table 26 indicates the presence of a direct relationship between 
the independent and dependent variables. For example, in models 2,4 and 8, the ratio R1 is found as 
significantly positively contributing to the probability that the event of interest occurs. In addition, the 
estimates for the Z2, indicating values of the ratio R2 different than zero, have relatively large values, 
even if they do not appear significant at the 0.1 level, except in model 10. Especially in model 10, the 
estimate indicates that values of R2 different than zero are associated with a higher probability of ECD. 

 
From the point of view of tax auditors, the variables’ significance and contribution in the models are 

very important in the task of selecting companies for inspection. Therefore, our analysis can provide 
useful insights of how important a variable is in the model and in what way each variable influences the 
probability that a company presents ECD. In addition, one can also investigate the odds ratios of each 
variable for obtaining a more precise measure of the effect size.  

However, it is also important to evaluate the overall validity of the model, by calculating and 
examining the goodness-of-fit and classification accuracy measures (Table 27). In Table 27, there are 
reported the significance levels for the HL and Omnibus tests, the Nagelkerke R-squared value, and the 
classification accuracy measures. We marked with bold the models that are found with acceptable 
goodness-of-fit and classification accuracy. Higher values of the Hosmer and Lemeshow test indicate that 
the predicted probabilities are not significantly different than the observed probabilities. According to this 
test, models 2, 4-8 and 10 are matching the data well. The Omnibus test shows that all models are 
significant at 0.1 in that at least one variable in the model significantly contributes to the prediction of the 
dependent variable. The Nagelkerke R-squared is a value that shows the strength of association between 
the predictors and the dependent variable. Models 5-8 and 10 have relatively higher values compared with 
other models, but they are very low compared to 1, which indicates that all models are underspecified and 
more variables are needed to be included in the analysis. 
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Table 27: Goodness-of-fit and classification accuracy measures of the models 

 Models (Datasets) 
Measure 1 2 3 4 5 6 7 8 9 10 

Goodness-of-fit tests 

HL test, p-value .009 .761 .043 .778 .808 .421 .108 .584 .047 .435 
Omnibus test, p-value .068 .046 .002 .018 .000 .000 .001 .000 .085 .000 
Nagelkerke R square .025 .031 .059 .049 .115 .130 .108 .165 .064 .134 

Classification accuracy 

Baseline accuracy % 59.3 63.6 55.9 61.0 59.3 50.1 59.9 55.9 54.1 50 
Model accuracy % 58.6 63.4 62.8 61.6 64.1 59.4 53.4 55.4 51.2 60.1 
True positive rate % .5 .6 45.5 16.4 25.4 31.6 28.5 23.8 17.8 28.5 
False positive rate % 1.4 0.7 23.6 9.5 9.3 12.9 9.3 4.6 9.3 8.3 
Cutoff  .5 .5 .5 .5 .5 .5 .7 .8 .6 .7 
 

The classification accuracy measures show that the models 3-6 and 10 have a better overall accuracy 
than the baseline models. Model 3 has the highest true positive rate, but also the highest rate of false 
alarms. This model corresponds to the dataset in which outliers are removed, but the companies with all 
ratios zeros are present in the dataset. In Model 4, the dataset consists of companies that have at least one 
of the ratios different than zero and they are not among the outliers. This model has a good rate of false 
alarms, but the recall rate of companies with ECD is lower than in other models. The remaining three 
models, namely 5, 6 and 10 have similar classification performances. 

 
In summary, our study shows that the four chosen financial ratios are useful to some extent for 

identifying companies with employer’s contribution defaults. If we compare Models 5 and 9, we see that 
the two dummies corresponding to Ratios 3 and 4 are important for discriminating among a group of 
companies with ECD and the rest of companies. Moreover, Models 4 and 8 shows that when Ratio 1 is 
higher and Ratio 4 is zero (low value or missing data), there is a possible sign that the company has 
employer’s contribution defaults. On the other hand, the selected independent variables are not able to 
distinguish between clean companies and companies with other tax defaults than ECD. In addition, Ratios 
2 and 3 seem insignificant and therefore can be removed from analysis, but holding the dummies in the 
models. 

The results however should be interpreted with caution, because there are a number of limitations that 
can affect them. One limitation is the correlation among variables. To avoid this problem, one can 
eliminate the variables that are highly correlated with other variables or transform the variables into new 
ones using principal components analysis. Another limitation is the fact that there are many other 
variables representing financial performance or variables regarding closely the domain of interest, namely 
employer contribution, or employment, that are not included in the model. For future, we intend to collect 
all necessary data for creating a fully-specified model. Regarding the method, one can also use 
multinomial regression analysis in order to observe in more detail the differences between all types of tax 
defaults based on a certain set of variables. In addition, in order to create valid models that could be used 
in prediction, a separation of the dataset into training, test and validation subsets is necessary so that the 
model performance is reliably assessed. However, our study was of exploratory nature, aiming at 
discovering whether the financial performance can be used as an indicator of tax defaults. The results also 
show that the pre-processing of the data plays a crucial role in modeling. Selecting the appropriate set of 
companies for analysis is therefore important and challenging for succeeding in identifying the companies 
with tax defaults. 

7 Conclusions 

In this paper we analyzed to what extent the financial performance of a company can indicate tax 
defaults. The aim was to study whether the financial performance of companies can be used by the tax 
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authority as an indicator for selecting companies for inspection in order to detect tax fraud or tax 
inconsistencies. The financial health of the companies was measured using four ratios, two of them 
defining the profitability, one - liquidity and another - the solvency of a company. We focused on one 
type of tax, namely employer’s contribution or payroll tax. The analysis was conducted on a real dataset 
consisting of Finnish limited companies observed in 2004. The data was obtained from the Finnish Tax 
Authority. The dataset has been further pre-processed, thus resulting ten subsamples of companies that 
constituted the basis of our models. We created and evaluated the models based on the binomial logistic 
regression. The evaluation concerned the goodness-of-fit, classification accuracy, and the importance of 
the four ratios in predicting the probability that a company has employer’s contribution default. 

By developing a series of models based on different datasets, we found that the models which include 
dummy variables signaling the values of zero in the financial ratios are more useful for identifying the 
companies with employer’s contributions defaults. In particular, the developed models indicate that the 
companies that report two particular ratios as being zero or give incomplete data are more likely to be 
found with discrepancies in the employer’s contributions. Moreover, the four ratios and the derived 
dummies are more useful for identifying the companies with employer’s contributions defaults from the 
rest of the companies, than for identifying the companies with other types of tax inconsistencies.  

However, for generating correct classifications for all of the companies with employer’s contribution 
defaults, more variables are necessary to be added because the models are underspecified. Future work 
will focus on selecting relevant ratios that can improve the models. Despite the limitations of the models, 
the study shows that this approach, if supplemented with all relevant ratios, could be used to select the 
companies with tax defaults for auditing. 

In conclusion, the logistic regression models show that the four financial performance ratios are able to 
capture the differences between the companies with employer’s contributions defaults and the rest of the 
companies only to a limited extent, namely they indicate that when two particular ratios are equal to zero 
they may signals inconsistencies in the employer’s contributions. Moreover, when one particular ratio has 
higher values and other ratio is zero, there is a possible sign that the company has employer’s contribution 
defaults. Future work is intended to identify other relevant ratios that can improve the models. Moreover, 
because ratios are correlated among themselves, we intend to use first principal components analysis to 
obtain new independent variables and then apply logistic regression. 
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