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Abstract

Tax auditing procedures include an investigationtlod accounting records of a
company and of other sources of information in ptdeassess whether the taxation has
been based on correct and complete information.ithere are found discrepancies
between the accounting information and the realatiin, the taxation should be
corrected so that the eventual tax defaults aresaed and debited. The paper analyzes
to what extent the financial performance of a comypzan be used as an indicator of tax
defaults. We focus on one type of tax, namely egy®is contribution or payroll tax,
and four financial ratios. We evaluate differentdals built on a set of Finnish
companies by using a binomial logistic regressinalysis. The study is exploratory,
meaning that it aims at understanding the chanatity of the companies with tax
defaults, rather than confirming a hypothesis oedmting the likelihood that the
company is in the high-risk group. In addition, #@alysis is at a preliminary stage in
the sense that it does not include all relevantadiaristics of the companies, but only a
limited amount, namely four ratios representingaficial performance. However, the
study is useful because it provides evidence tltariain group of companies that have
employer’s contribution defaults presents particutharacteristics and that more
variables are needed to fully capture the partrti#ga of the companies of interest.
Methodologically, the study shows that the logiségression is useful for modeling the
differences between the companies with tax defaadid the companies without tax
defaults, and that the pre-processing of the datarms of filtering out the companies
into meaningful groups is as important in modeleg the selection of appropriate
variables.

Keywords. tax auditing, financial performance, financial ioat binomial logistic
regression
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1 Introduction

In Finland, tax audits are one form of tax controtlertaken by the Tax Administration to ensure that
taxes are imposed in the correct amount and atrighe time. Tax auditing procedures include an
investigation of the accounting records of a conypand of other sources of information in order to
assess whether the taxation has been based ontcmtecomplete information [1]. Taxation is based
the information provided by taxpayers and otherses; therefore, when, through audit, there aredou
discrepancies between the provided informationthadeal situation, the taxation should be coreste
that the eventual tax defaults are assessed arigédlebhe tax defaults here refer to those taxillizds
that are not timely paid due to misreporting; tteag different from the tax corrections that are alon
routinely by the Tax Administration.

Tax audits are expensive and thus, tax authoritiest select the taxpayers for auditing carefullys |
important that the tax audits target those compattiat have indeed significant tax defaults. Hence,
finding effective and efficient methods and modfels selecting the companies for tax auditing is an
important task, interesting for both public auttied and academia. The literature on this topimisvery
generous. One reason is that the task is verydiffio be accomplished by a single method, bineraby
a multitude of methods and during a highly intexactprocess involving both domain experts and
database systems [2]. In addition, tax crimes ateated by using complex procedures that are ysuall
conducted by cooperating authorities. These praesdusually employ all kinds of information, notlyn
financial information or data that are stored impaoiters’ databases. Another reason is the confalent
nature of the subject and of the data under arsa|gst].

Tax audits’ scope includes all categories of taotesnly some of them. In this paper, we focus an th
employer’s contribution or payroll thxWe investigate whether there are any relatiorsshigtween the
presence of employer’s contribution defaults ardfthancial performance of companies. The studysaim
at determining the extent to which the financialfpenance of a company, measured by four particular
ratios, signals the presence of employer’s contidbudefaults. The study is exploratory, meanirgf tih
aims at understanding the characteristics of thmpamies with tax defaults, rather than confirming a
hypothesis or predicting the likelihood that thenpany is in the high-risk group. In addition, theabysis
is at a preliminary stage in the sense that it dam¢snclude all relevant characteristics of thenpanies,
but only a limited amount, namely four ratios regamating financial performance. However, the stigly i
useful because it provides evidence that a cegainp of companies that have employer’s contritsutio
defaults presents particular characteristics arat thore variables are needed to fully capture the
particularities of the companies of interest. Metbiogically, the study shows that the logistic esgion
is useful for modeling the differences betweendbmpanies with tax defaults and the ones withoxt ta
defaults, and that the pre-processing of the datarims of filtering out the companies into meaflihg
groups is as important in modeling as the selecifaappropriate variables.

The rest of the paper is structured as followstiSe@ presents a summary of approaches used in the
selection of taxpayers for auditing. Section 3 déses briefly the financial performance ratios for
bankruptcy prediction. Section 4 describes an doglistudy that uses logistic regression analysis t
investigate the relationships between financialfggerance and employer’s contribution. Section 5
describes ten models obtained by analyzing the &atetion 6 discusses the results and the limitata
the study. Section 7 concludes the paper.

2 Selection of Taxpayersfor Auditing

The selection of tax payers for inspection regdtds identification of profiles of companies thaear
likely to provide erroneous or fraudulent tax resand the specification of models that estimaée th

L In this paper, we use the term employers’ contidiou[21]. This refers to what is defined in ottssurces as the
payroll tax.



probability that a company has a high-risk of baimgpected [2,5]. One approach to select compdaies
tax auditing is to assign a risk score to each @ampThe score measures the likelihood of that @myp
to have discrepancies between the data providedhaenakal situation [2,5,6].

Another researched approach is to test data aghm$tenford’s law [7] in order to detect anomalies
in lists of numbers representing the financial dadbrs provided by companies to the tax authority.
Benford’s law is the expected frequency distribuitad the 0-9 digits in a given dataset [8]. Thipagach
is used in [4,8,9] for detecting accounting marépiohs.

A clustering approach for selecting companies fax tuditing using the Self-Organizing Map
technique has been explored in [10]. The datageartioned based on eight variables suggestetthdy
Finnish Tax Authority. A model is successful if &@irisk cluster containing a high proportion of
inspected companies with large tax defaults is tiled. Moreover, the number of uninspected
companies assigned to the high-risk cluster shbaeldeasonable, because the model assumption is that
the uninspected companies that belong to the highealuster are similar to the ones inspected and,
therefore, likely to generate similar tax corregsidf audited.

3 Financial Perfor mance

Financial performance indicators are usually defires ratios in order to allow comparisons across
companies and over time [11]. The ratios are eitehsused in bankruptcy prediction models. The
empirical research in the area of bankruptcy pteticstarted with [12-14]. Their aim was to discove
from the data the characteristics of the compalikety to fail. The explanatory variables are usyal
financial ratios representing profitability, solmgnand liquidity ratios [11]. Empirical studies ngi
Finnish data are, for example, conducted to detenthe explanatory power of ratios in bankruptcy
prediction using different multivariate methods J[1&nd to benchmark companies using the Self-
Organizing Map [16].

The bankruptcy prediction models are important,egample, in bank lending because banks need to
predict the probability of default of a firm thatligits a credit [17]. Moreover, the financial @i are
recently explored for being used to detect falsarftial statements [18].

The topic of bankruptcy prediction is also relevemthat of tax auditing. Similarly with credit kis
assessment, the financial ratios could be usecktectlcompanies that present large tax defaults. Th
motivation of using financial ratios for identiffgncompanies with tax defaults is suggested by ssudi
such as [9] that provide evidence that in Finlanthes companies report lower income in order to avoid
taxes. Reporting lower income for the purpose »faieasion could be therefore tracked by analydieg t
financial performance of the companies. On the rothend, a Finnish Police report mentions that
companies involved in economic crimes usually havshort life-cycle, presenting a tendency to go
bankrupt shortly after they start up [19]. Thudpa performance of companies and the likelihood of
becoming bankrupt in the near future may signasibs tax evasion behaviour.

4 An Empirical Study

Inspired by the above studies and evidence, wauate@athe power of four ratios to indicate tax difau
We focus on employer’s contribution defaults (ECDhe ECD are a remarkable and surprisingly
common area in grey economy. It has been estinthtadin EU there are over 30 million employees
getting “grey salaries” and the Finnish governmiast worked over fifteen years to solve this problem
[20]. The employer’'s contributions are defined 1] as being the amounts paid to the public
administration in addition to, and because of, pgyiages to an employee.



4.1 Data

The dataset consists of a sample of Finnish limiadpanies of a particular business line and imgust
2004. By a filtering procedure, we removed the canigs for which no financial statements data were
available to us. Here, we analyze only the insgkcteampanies because they, unlike the uninspectesi on
can be classified based on the presence of emfsoyentribution defaults.The inspected companies
consist of three classes: (@)ean companies that have been inspected and no defsave been found;
(2) Employer’s contribution defauttscompanies that have been found with employer'strdzution
defaults, and possibly with other tax defaults tand (3)Other tax defaultscompanies that have been
found with other tax defaults than employer’s cimition. Table 1 presents the companies in thesdata
under analysis.

Table 1. Classification of the companies

Classification Explanation Count
Class 1 Clean 129
Class 2 Employer’s contributions defaults 193
Class 3 Other tax defaults 152
4.2 Variables

The explanatory variables used in the models are gwefitability ratios, one solvency ratio, and one
liquidity ratio. The ratioSare selected based on the data availability aedl thlation with bankruptcy
prediction models. The dependent variable is binamg indicates the presence of the employer’s
contribution defaults.

4.3 Method

For modeling the relationships between the findrnuésformance and the ECD we use binomial logistic
regression in SPSS Modeler [22]. Based on theifilzetion of companies and different pre-processing
operations, we built several binomial logistic rggion models. The pre-processing steps are deddrib
Section 4.3.1, and a brief review of the binomigjistic regression is presented in Section 4.3.2.

The models are evaluated in terms of (1) the egitag power of the independent variables and (2)
the classification performance. The importanceamfheindependent variable in the model is measuyed b
the Wald statistic. However, this test is sensitwevery large estimates, leading to type Il erroses,
variables that have large coefficients estimatesragarded as not significant (when they are in fac
significant). The model fit is assessed using tistagistics: (1Hosmer and Lemeshow te&) Omnibus
test and (3)Nagelkerke R-squaredHosmer and Lemeshow test is used to assess #rallofit of the
model. It calculates a chi-square statistic aritsif7alue is not significant it indicates that tiéferences
between the predicted and observed probabilitiesnat significant, therefore the model adequatitdy f
the data. The Omnibus test is also based on thsqeldire method. It tests whether the predictors
influence significantly the dependent variablethé test indicates significance, then at least afnthe
predictors contributes significantly to predictitige response. The Nagelkerke R-squared is a meaure
explained variance in the dependent variable, amid the R-squared in multiple regression analysis
Thus, it is an attempt to measure the strengthseb@ation between the independent and dependent
variables. However, its value is sensitive to ttegfiency distribution of the dependent variablee b
the fact that not all datasets are balanced, thssore is more difficult to interpret than the esponding
R-squared in multiple regression models. Neverti®la value close to 1 is desirable. If the vadudase
to zero, it means that the model is underspecitied, therefore, more variables should be addeteo t
model.

% The problem setting is therefore different frorattbf bankruptcy prediction, where the number afehiities of the
companies that went bankrupt are known.
% The names and definitions of the independent blssaare confidential.



The classification performance of the model is mead by the overall accuracy rate, the true pasitiv
rate and the false positive rate. The true positate measures the proportion of correctly clasdifi
companies as having employer’s contribution de§adlhe false positive rate calculates the proponib
companies with no employer’s contribution defathist are misclassified.

4.3.1 Pre-processing

First, we perform univariate and bivariate statmtianalyses in order to test whether the raties ar
normally distributed, present outliers, and arerelated. We also study the discriminatory powethef
four ratios. The outliers are defined accordingh definition used by the box-plot technique [2328].
The box plot uses the interquartile range (IR) aseasure of spread of the distribution. The intartile
range is the distance between the upper and louatilgs (the 78 and the 2% percentiles respectively).
The outliers are the values that are either latigen P75+1.5 x IR or smaller than P25-1.5 x IR, nehe
P75 and P25 are the "7&nd 28" percentiles, respectively [24, pp. 25-27]. To noeaghe correlations
between variables we computed the Spearman’s atimelcoefficient. To test the differences between
classes in terms of the financial ratios, we useMedian test, with the significance level 0.05 fioe
two-tailed region of rejection. The Median testaision-parametric procedure used for testing whether
two or more groups differ in central tendencies suead by the median in each group [25].

4.3.2 Binomial logistic regression analysis

Binomial logistic regression is employed to invgate the relationships between 8wt of independent
variables and the dependent variable. This methadtype of regression that is used when the deménd
variable is binary, that is, it has only two valués example, positive or negative, 0 or 1, etc.olur
problem setting, a company may or may not have eyepls contributions defaults. The method is
useful for (1) predicting the dependent variablsdohon a number of independent variables (predictor
of any type; (2) determining the percent of varaircthe dependent variable explained by the predic
(3) ranking the relative importance of the predistoand (4) understanding the influence of the
explanatory variables [26]. In this study, the feda especially on the last three tasks, the &rst,
prediction, is only employed to evaluate the modgisfact, only classification as we do not test th
models on new datasets).

The dependent variable is determined as the estimatobability that the event associated with the
dependent variable occurs [22]. In our case, thentevws the presence of employer’s contributions
defaults. Probability of this event is defined lwhea the logistic curve and the values of the irahelent
variables as in the following equation.

_Z’

P(even} = !
1+

where Z is the linear combination of the independent variables included in the model, i.e.,
Z =B, +BX; +B,X, +...+B,X,, . Zis also known as an unobservable factor thatémites the event of

interest. For our data, the model is defined byagiqa (1).

1
+e (Bt BRi*BR* BR+BR) (1),
where ECD=1 indicates the presence of employer'sribmtions defaults, andR;,i = 1...4 are the
financial ratios. To estimate the coefficientdtad logistic model B;,i = Q...4 , the maximum-likelihood

method is used. This method is an iterative algorithat selects the coefficients that make the rvbse
results most likely. Once the coefficients arersated, the predicted probabilities can be calcdldte
replacing the values in the equation (1).

P(ECD=1) = :

Norusis [22, p. 322] warns about the differencethnprobability estimates that may appear duéeo t
fact that the model has been built based on ardiffemix of cases in the sample than in the pojmrat
The probability estimates are calculated basedchemtoportion of cases in the sample that expesignc
the event of interest. If this proportion does neflect the one in the population, then the estiaat
probabilities are not correct for the populatioechuse the estimate of the constant term in theemod



differs. However, the coefficients’ estimates aoerect and the warning concerns only the validityhe
prediction or classification accuracy of the modelfis means that, for example, if in the whole
population only 3% of the instances present thenegéinterest, but the model is based on a sarmple
which 30% of the instances are in the categoryntérest, then the probability estimates, thaths, t
estimated value of the dependent variable, canbéxdifferences from the real values. However, the
model is reliable in terms of explanatory powereath independent variable. Therefore, in our models
the coefficients estimates are easy to interpi@ydver, the probability estimates have to be imtstgul
with caution, since the true proportion of the camigs with ECD in the whole population is unknown.

5 Resaults

5.1 Initial data pre-processing

Based on the univariate data analyses, we fourichtheatio is normally distributed. This resultinisline
with [27] which points out that rarely financialtdeare normally distributed. All four ratios havetigers,
especially abnormally smaller values than typicles. Three of the ratios have also very largeesl
(Ratios 2, 3 and 4). In this dataset, 95 compara®e lbutliers in one or more of the ratios.

Because outliers may distort the analysis resulesanalyze separately the dataset of 474 companies
and the dataset of 379 companies that does natdedhe outliers. We denote these dataset? by
dataset’and ‘379 dataset respectively. In the ‘379 dataset’, there arecbinpanies that have all four
ratios equal to zero. They are also likely to distbe analysis results, because they come maioiwy f
missing or incomplete data. Therefore, we analyggarately the dataset after these 51 companies are
removed. We refer to this dataset'328 dataset’ In addition, we consider a fourth subset obtaibgd
removing the companies with all ratios zero frone th74 dataset’. This set is referred to ‘423
dataset!

The Spearman’s correlation coefficients indicatet the four ratios are correlated among themselves,
this fact posing the problem of multicolinearity the logistic regression model. A solution to this
problem can be to perform the principal componeaalysis to obtain new variables that are not
correlated to each other, but preserving the vedan the data. This approach will be considerad fo
future work. The correlations between the fourasmtand the dependent variable (the presence of ECD)
are presented in Table 2.

Table 2: Correlation coefficients’ sign and significancedifferent datasets

ECD in datasets

‘474 ‘379’ ‘328’
Ratio 1 +*
Ratio 2 -* -k
Ratio 3 Sk -k
Ratio 4 -k -k

+* positive relationship significant at 0.05
Legend: -** negative relationship significant at 0.01

-* negative relationship significant at 0.05

Table 3 presents the results of the Median testnfieasuring the significance of the ratios in
discriminating between the two classes of compaitiethe four datasets. With bold are marked the
significant variables at level 0.05.



Table 3: Significant differences between groups in différéatasets using Median test

Dataset Ratio 1 Ratio 2 Ratio 3 Ratio 4

‘474 0.08 0.00 0.01 0.00
‘423’ 0.81 0.33 0.30 0.04
‘379’ 0.38 0.00 0.05 0.00
‘328’ 0.59 0.26 0.82 0.5

The change in significance of Ratios 2, 3 and 4 indicate that the companies with zero-value ratios
that belong to the ‘474’ and’379’ datasets canhee dnes which make the difference between the two
groups of companies investigated.

We performed the logistic regression modeling offedint datasets to see what pre-processing
approach could be more useful in the task of obtgimeaningful patterns. First, we analyze sepbrate
the ‘474’, 379’, 328’, and ‘423’ datasets. Secoimdthe ‘474 dataset’ we add four binary variablestt
signal the presence of ratios with zero valugsi(=1...4). One binary variable is added for each ratio.

The binary variables Zi are entered in the modetatggorical variables. Because there are only two
possible values for each Zi, in this case the fiedtie, i.e., 0 is represented as a dummy varidliie.
dummy variable is interpreted as follows; Zi=0 esponds to Ri=0, and Zi=1 corresponds tgORi
0i=1..4.

A third approach is to remove from the ‘474 datasetmpanies with other tax defaults than
employer’'s contributions to observe whether ther foatios explain the difference between clean
companies and the ones with ECD. Similarly, we reeniopom the ‘474 dataset’ the clean companies and
perform logistic regression on the remaining ddtés®bserve whether the financial ratios and the f
binary variables added explain the differences betwcompanies with ECD and those with other tax
defaults. Moreover, we examine the extent to whidh financial ratios influence the probability theat
company has other tax defaults than employer’s ritnritons, when the companies with ECD are
removed from the dataset.

Fourth, because the ‘474 dataset’ is imbalanced,the number of companies with ECD is lower than
the rest of the companies, we create a balanceasetaby randomly sampling a fixed number of
companies from the other two classes, clean angr ¢éx defaults. In addition, in a similar mannes w
also create a balanced dataset that includes balgléan companies and the companies with ECD. Table
4 presents the above datasets and a short desergitthem.

Table 4: Datasets used in binary logistic regression

Model | Dataset Description

id

1 ‘474 The original dataset.

2 ‘423’ The original dataset without the comparitest have all ratios equal to zero.

3 ‘379’ The ‘474’ set without outliers.

4 ‘328’ The ‘423’ set without outliers.

5 ‘474 + 4B’ The original dataset to which four &ig variables are added that signal the
ratios that are equal to zero.

6 ‘474+4B balance’ ‘474+4B’ to which a fixed numbércompanies from class clean and with

other tax defaults than ECD are deleted by randaanigpling from the
mentioned groups, so that the dataset becomescedlaire., the number of
companies with ECD equals the number of the regtetompanies.

7 ‘474+4B clean vs. EC’ ‘474+4B’ from which the compEnwith other tax defaults than ECD are
removed.
8 ‘474+ 4B other vs. EC’ ‘474+4B’ from which the cleemmpanies are removed.
9 ‘474+ 4B clean vs. other] ‘474+4B’ from which thenspanies with ECD are removed.
10 ‘474+4B clean vs. EC ‘474+4B clean vs. EC’ to which a fixed number ofatlecompanies are
balance’ duplicated by random sampling, so that the datasedtmes balanced.




5.2 Models

For each dataset in Table 4, we create a binowgstic regression model. The evaluation of eacheho
regards the model estimates and Wald significareel lof each independent variable. Moreover, the
goodness-of-fit and classification performance mess are presented in a separate table where the
measures are denoted from 1 to 8 as follows.

1: Hosmer and Lemeshow test; a p-value higher ®&shows a good model fit.

: Omnibus test; a p-value smaller than .05 shogmoal model fit.

: Nagelkerke R-squared test; a value close tadgésgrable showing good model specification.

: Baseline accuracy % of a naive model.

: Model accuracy % = the classification accuratg of the model.

: True positive rate %.

: False positive rate %.

: Cutoff = the threshold value of the probabilistimated by the model that a company is found ®iED.

O~NO OIS WN

Modd 1

The first model is built for the entire datasetes&td for analysis (Table 1). This consists of 474
companies, out of which 193 have ECD. The datadathialanced, contains outliers and companies with
all ratios equal to zero. The results show thatenof the independent variables has a significant
contribution for estimating the probability of ECDable 5). Moreover, none of the evaluation measures
exhibits good model fit or classification accurg@yable 6). The results mean that a model that seda
on these four ratios and includes outliers and aomigs with all ratios equal to zero (due to misrépg

or no activity) does not provide reliable estimataad therefore cannot be used for explanation or
prediction of present or future ECD, respectively.

Table5: The estimates and their significance levels in Mdde

Variable Estimate’s sign  Wald significance level
R1 - 0.444
R2 + 0.291
R3 - 0.326
R4 + 0.385
Constant - 0.070

Table 6: Goodness-of-fit and classification accuracy in Mdde

Goodness of fit Classification accuracy
Measures 1 2 3 4 5 6 7 8
Model 1 0.009 0.068 0.02p 59.03 58.6 0.5 1.4 0.5

The poor fit of the model is illustrated in Figutehat displays the estimated probability of ECD for
the companies with ECD (marked with 1) and witho@CE(marked with 0). The plot shows that the
model is not able to discriminate between thesetyywes of companies, both of them being assigned lo
probabilities of having ECD.
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Figure 1. Classification performance in Model 1
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Modd 2

The second model is built for the dataset afterongng the companies with all ratios equal to zé&tatio

R1 appears to be significant and it is positivelpterd with the probability of ECD (Table 7). Moreoye
two goodness-of-fit measures (HL and Omnibus testgjw good model fit, but the classification
accuracy of the model is not satisfactory (TableT)e HL test indicates that the difference between
predicted and observed probabilities is not sigaiit, thus the model fits the data. The Omnibus tes
shows that at least one variable in the model lis sbcontribute significantly to the dependentiable.
However, the third measure shows that the modahderspecified, thus more variables are needed to
fully capture the variance in the dependent vaeabl

Table 7: The estimates and their significance levels in M@de

Variable Estimate’s sign  Wald significance level
R1 + 0.088
R2 + 0.739
R3 - 0.330
R4 - 0.253
Constant - 0.000

Table 8: Goodness-of-fit and classification accuracy in Mdtle

Goodness of fit Classification accuracy
Measures 1 2 3 4 5 6 7 8
Model 2 0.761 0.046 0.031 63.6 63.4 0.6 0.7 0.5

The classification performance of the model issilfated in Figure 2. The graph shows that the two
types of companies are not well separated bas¢dismodel.
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Figure 2. Classification performance in Model 2

Modd 3

The third model is built for the dataset after r@ing the outliers. The companies with all ratiosozare
included in the model. Only Ratio R4 appears sigaiit, and it is negatively related with the prokigbi

of ECD (Table 9). Only Omnibus test shows good mditiein particular that at least one variable .(i.e
R4) is significant. However, the model is undersfiedi and the differences between predicted and
observed probabilities are significant. On the othand, the prediction accuracy is higher thanhia t
previous models, but the rate of false positives @icreases in this model (Table 10).



Table 9: The estimates and their significance levels in M@de

Variable Estimate’s sign  Wald significance level
R1 + 0.967
R2 - 0.794
R3 - 0.122
R4 - 0.016
Constant - 0.240

Table 10: Goodness-of-fit and classification accuracy in Md&le

Goodness of fit Classification accuracy
Measures 1 2 3 4 5 6 7 8
Model 3 0.043 0.002 0.059 55.9 62.8 45.5 23.6 0.5

Figure 3 shows that the model is able to sepamte f the companies with the ECD from the rest.
However, for the chosen cutoff value 0.5 of thénested probability, the separation is not very good
resulting in a high false positive rate. At a highatoff value, the false positive rate will decseaon the
expense of a small true positive rate.
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Figure 3. Classification performance in Model 3

Modd 4

Model 4 is based on the dataset after removing batlers and companies with all ratios equal tmze
Table 11 presents the signs of the estimates irmibel and the Wald significance levels; significan
associations are in bold. The ratio R1 is positivelated with the presence of ECD; the higher R1, the
higher the probability that the company has ECDidRaY is negatively associated with the presence of
ECD; a lower R4 indicates a higher probability thet tompany has ECD.

Table 12 presents measures of model performaneenbiel fits the data (measures 1 and 2), but it is
underspecified (measure 3). The classification eayu(61.6%) measures the extent to which this inode
is able to distinguish between the two types of panies; it is very close to that of a naive modet t
predicts the class with the highest frequency, (cempanies without ECD). The rate of false poegiis
small (9.5%), while only 16.4% of the companieshv#iCD are correctly classified.

Table 11: The estimates and their significance levels in Mdde

Variable Estimate’s sign  Wald significance level
R1 + .009

R2 - .652
R3 - .393
R4 - .082
Constant - .010




Table 12: Goodness-of-fit and classification accuracy in Matle

Goodness of fit Classification accuracy
Measures 1 2 3 4 5 6 7 8
Model 4 0.778 0.018 0.049 61.0 61.6 16.4 9.5 0.5

Figure 4 shows graphically the classification perfance. The separation between the two types of
companies is not clear in this model, though thelehts at some extent useful and significant.
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Figure 4. Classification performance in Model 4

Modd 5

Model 5 is based on the original dataset to whimlr fbinary variables are added. The four dummies,
denoted by 71, 72, Z3 and Z4, are introduced te@pleswhether the zero values of the ratios can have
impact on the estimation of ECD presence. The reslow that two of the dummies, corresponding to
the ratios R3 and R4, are significantly negativellatesl to the estimated probability (Table 13).
Moreover, all three goodness-of-fit measures intdicaodel fit (Table 14). However, the low value of
Nagelkerke measure (3) shows that the model israpdeified, meaning that more variables are needed
in the model.

The classification accuracy of this model is thestbemong all analyzed models. The rate of false
positives is also one of the lowest when compaoetthé¢ true positives rate. The graphic illustrating
separation of the companies based on this modalown in Figure 5.

Table 13: The estimates and their significance levels in M&de

Variable Estimate’s sign  Wald significance level
R1 + .206
R2 + .656
R3 - .347
R4 - .368
Z1 - .875
Z2 + 231
Z3 - .098

Z4 - .008
Constant + .001

Table 14: Goodness-of-fit and classification accuracy in Mdile

Goodness of fit Classification accuracy
Measures 1 2 K 4 5 6 7 8
Model 5 0.808 0 0.115 59.3 64.1 254 9.3 0.5
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Figure 5. Classification performance in Model 5

Model 6

Model 6 is the balanced version of Model 5, so tih& number of companies with ECD equals the
number of companies without ECD. There are no ingmartifferences between Model 6 and Model 5,
except that the overall accuracy is lower in Moglelvhile the true positives and false positivegsare
higher (Tables 15,16). In both models, there is@ug of companies with ECD that clearly separates
from the rest of companies (Figure 6). These adcfour81.6% of the companies with ECD.

Table 15: The estimates and their significance levels in #dd

Variable Estimate’s sign  Wald significance level
R1 + .558
R2 + 551
R3 - 314
R4 - 142
Z1 + .595
z2 + .498
Z3 - .051

Z4 - .065
Constant + .000

Table 16: Goodness-of-fit and classification accuracy in Mdile

Goodness of fit Classification accuracy
Measures 1 2 3 4 5 6 7 8
Model 6 0.421 0 0.13 50.1 59.4 31.6 12.9 0.5
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Figure 6. Classification performance in Model 6

Modd 7

Model 7 uses only the companies with ECD vs. tharcleompanies. Only the two dummy variables
corresponding to ratios R3 and R4 are significaneyThre negatively associated with the dependent
variable (Table 17). It means that the lower Z3 @ddthe more likely is that the companies have ECD.
In other words, the companies which have R3 and Réld€q zero are likely to have ECD. However, the

11



evaluation of the model shows that the model aayuis lower than of a naive model, where the most
frequent class (companies with ECD) is assigned|tcompanies (Table 18). Therefore, the model can
classify correctly based on this rule only 28.5%tled companies with ECD, while producing 9.3% of
misclassifications of the clean companies. Thig fe@lso illustrated in Figure 7, which shows tta
correctly classified companies with ECD are cleadparated from the rest, while the model produces
also a number of false alarms.

Table 17: The estimates and their significance levels in Md@de

Variable Estimate’s sign  Wald significance level
R1 + .763
R2 - .606
R3 - 331
R4 + 772
Z1 + .788
Z2 + 133
Z3 - .066
Z4 - .032
Constant + .000

Table 18: Goodness-of-fit and classification accuracy in Motle

Goodness of fit Classification accuracy
Measures 1 2 K 4 5 6 7 8
Model 7 0.108 0.001 0.108 59.9 53.4 28.5 9.3 0.7
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Figure 7. Classification performance in Model 7

Modd 8

Model 8 compares the companies with ECD with thesdraving other type of tax defaults (e.g., income
tax or VAT). The results show that these two categoof companies are different with respect to drati
1, Ratio 4 and the dummy corresponding to R4 (TaBle The positive sign of the estimate for R1
indicates that the higher R1, the higher the prditakthat the company has ECD. In addition, the
negative signs for R4 and Z4, indicate that the loR«, or if it is equal to zero, then the probabitif
having ECD increases. The model fits the data veble 20), but it is underspecified (lower value of
Nagelkerke measure). Though the overall accuratywisr than of a naive model, there are 23.5% ef th

12



companies with ECD that can be characterized bygh R1 and low or zero R4, when the threshold
value is set to 0.8. In addition, the rate of fghesitives is very low. Figure 8 shows that theugrof
23.5% companies with ECD that are correctly clasgifising this model is well separated from the rest
of the companies.

Table 19: The estimates and their significance levels in M&de

Variable Estimate’s sign  Wald significance level
R1 + .024

R2 + .518
R3 - .586
R4 - .011

Z1 - 757
Z2 + .554
Z3 - 425
Z4 - .048
Constant + .000

Table 20: Goodness-of-fit and classification accuracy in Mdtle

Goodness of fit Classification accuracy
Measures 1 2 3 4 5 6 7 8
Model 8 0.584 0 0.165 55.9 55.4 23.8 4.6 0.8
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Figure 8. Classification performance in Model 8

Modd 9

Model 9 aims at observing differences between tirapanies with other tax defaults than ECD and the
clean companies. The results show that none dbtlveratios and their corresponding dummies is able
discriminate between the two types of companiedl@21). The model therefore does not fit the data
(Table 22). Figure 9 illustrates that the cleampanies are hardly separable from the companids wit
other type of tax defaults than ECD.

Table 21: The estimates and their significance levels in M&de

Variable Estimate’s sign  Wald significance level
R1 - .196
R2 - 463
R3 - .455
R4 + .226
Z1 + .819
z2 + 422
Z3 - .237
Z4 + .610
Constant - .561
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Table 22: Goodness-of-fit and classification accuracy in Mddle

Goodness of fit Classification accuracy
Measures 1 2 3 4 5 6 7 8
Model 9 0.047 0.085 0.064 54.1 51.2 17.8 9.3 0.6
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Figure 9. Classification performance in Model 9
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Model 10

Finally, Model 10 is the balanced version of ModelThe results are similar with Model 7, but in
addition to the dummies for R3 and R4, the dummy dfdRais also found significant (Table 23). The
signs of the estimates indicate that, if R3 and R4egual to zero and R2 is high, then the company is
likely to have ECD. The model fits the data andais fa relatively good accuracy performance when the
cutoff is set to 0.7, compared with other modelal€& 24). Figure 10 illustrates that there is augrof
companies (28.5% of the companies with ECD), whidlodv this pattern.

Table 23: The estimates and their significance levels in Mdde

Variable Estimate’s sign  Wald significance level
R1 + .669
R2 - .284
R3 - .276
R4 + .690
Z1 - 916
z2 + .092
Z3 - .017
Z4 - .014
Constant + .000

Table 24: Goodness-of-fit and classification accuracy in Mdie

Goodness of fit Classification accuracy

Measures 1 2 K 4 5 6 7 8
Model 10 0.435 0 0.134 50 60.1 28.5 8.3 0.7
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Figure 10. Classification performance in Model 10

6 Summary and discussion

Table 25 presents the significance levels of thddvgtatistic in all ten models. Typically, a variabs
considered significant if the value in the tabléoiwer than 0.05. However, values below 0.1 can bks
regarded as acceptable. The values in bold indibatgariables significant at the 0.1 level. Gelwgréhe
Ratios 2 and 3 are not significant; therefore they be removed from a future analysis. However, the
dummy corresponding to Ratio 3 appears in many tsode significant; similarly dummy Z2 is
significant in Model 10. Ratios 1, 4 and dummy Zd significant in some models.

Table 25: Wald significance levels for individual variablesthe models corresponding to different datasets

M odels (Datasets)
Variable 1 2 3 4 5 6 7 8 9 10
R1 444 .088 .967 .009 .206 .558 763 .04 .196 .669
R2 291 .739 794 .652 .656 .551 .606 .518 463 .284
R3 .326 .330 122 .393 .347 314 .331 .586 .455 276
R4 .385 .253 .016 .082 .368 .142 J72 011 .226 .690
Z1 .875 .595 .788 757 .819 .916
z2 231 498 133 .554 422 .092
Z3 .098 .051 .066 425 .237 .017
Z4 .008 .065 .032 .048 .610 .014
Constant .070 .000 .240 .010 .001 .000 .000 .000 1 .56 .000

Table 26 presents the signs of the model estimfmesach independent variable, including the
dummies. A negative value in Table 26 indicated tiha@re is an inverse relationship between the
predictor and the dependent variable, e.g., thaioglships between R4 and Z4 and the presence of ECD
in models 3-8 and 10. In these models, a smallevafltR4 is associated with a high probability ofingv
employer’s contributions defaults. In addition, tiaet that R4 is different than zero (Z4) decredbes
probability that the company has ECD; in other woifla company has R4 equal to zero, it has a higher
probability that has ECD.
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Table 26: The signs of the coefficients’ estimates in difer models

M odels (Datasets)
Variable 1 2 3 4 5 6 7 8 9 10
R1 - + + + + + + + - +
R2 + + + + + -
R3 - - - - - - - - - -
R4 + - - - - - + - + +
Z1 n.a. n.a. n.a. n.a. - + + - + -
Z2 n.a. n.a. n.a. n.a. + + + + + +
Z3 n.a. n.a. n.a. n.a. - - - - - -
Z4 n.a. n.a. n.a. n.a. - - - - + -
Constant - - + - + + + + - +

A similar interpretation is given to the negativaimates for the Z3 variable. In all models whdris t
variable is present, the estimate is negativecatdig that a value of R3 different than zero desgedhe
probability that the company has ECD. In other wpalgompany with R3 equal to zero has a higher
probability that has ECD. In models 5-7 and 10 thiationships is found as significant at level 0.1.

On the other hand, a positive value in Table 2écetes the presence of a direct relationship betwee
the independent and dependent variables. For erariipimodels 2,4 and 8, the ratio R1 is found as
significantly positively contributing to the prohility that the event of interest occurs. In additighe
estimates for the Z2, indicating values of theard&®®2 different than zero, have relatively large ealu
even if they do not appear significant at the @vel, except in model 10. Especially in model 1@ t
estimate indicates that values of R2 different theno are associated with a higher probability of ECD

From the point of view of tax auditors, the varadilsignificance and contribution in the models are
very important in the task of selecting companies ihspection. Therefore, our analysis can provide
useful insights of how important a variable is fve imodel and in what way each variable influenbes t
probability that a company presents ECD. In addijtione can also investigate the odds ratios of each
variable for obtaining a more precise measure @ftifiect size.

However, it is also important to evaluate the ollevalidity of the model, by calculating and
examining the goodness-of-fit and classificatioeusacy measures (Table 27). In Table 27, there are
reported the significance levels for the HL and @ma tests, the Nagelkerke R-squared value, and the
classification accuracy measures. We marked witll loe models that are found with acceptable
goodness-of-fit and classification accuracy. Higheues of the Hosmer and Lemeshow test indicate th
the predicted probabilities are not significantlffetent than the observed probabilities. Accordiadhis
test, models 2, 4-8 and 10 are matching the dath Wee Omnibus test shows that all models are
significant at 0.1 in that at least one variabléhi@ model significantly contributes to the preidictof the
dependent variable. The Nagelkerke R-squared &wehat shows the strength of association between
the predictors and the dependent variable. Mod@&®abd 10 have relatively higher values compareat wi
other models, but they are very low compared tetich indicates that all models are underspecified
more variables are needed to be included in thiysiea
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Table 27: Goodness-of-fit and classification accuracy measafeéhe models

M odels (Datasets)
M easure 1 2 3 4 5 6 7 8 9 10
Goodness-of-fit tests
HL test, p-value .009 761 .043 778 .808 421 .108 .584 .047 435

Omnibus test, p-value .068 .046 .002 .018 .000 .000 .001 .000 .085 .000
Nagelkerke R square .025 .031 .059 .049 .115 130 .108 165 .064 134

Classification accuracy

Baseline accuracy % 59.3 63.6 55.9 61.0 59.3 50.1 .9 59 559 54.1 50
Model accuracy % 58.6 63.4 628 61.6 64.1 59.4 53.4 55.4 51.2 601
True positive rate % 5 6 455 16.4 254 31.6 28.5 23.8 17.8 285
False positive rate % 1.4 0.7 236 9.5 9.3 129 9.3 4.6 9.3 8.3
Cutoff 5 5 .5 5 5 5 7 .8 .6 7

The classification accuracy measures show thatibgels 3-6 and 10 have a better overall accuracy
than the baseline models. Model 3 has the highast gositive rate, but also the highest rate ddefal
alarms. This model corresponds to the dataset inhadutliers are removed, but the companies with al
ratios zeros are present in the dataset. In Modleddataset consists of companies that havest tme
of the ratios different than zero and they arearmbng the outliers. This model has a good rataleéf
alarms, but the recall rate of companies with EGDoiver than in other models. The remaining three
models, namely 5, 6 and 10 have similar classifiogperformances.

In summary, our study shows that the four choseanttial ratios are useful to some extent for
identifying companies with employer’s contributidefaults. If we compare Models 5 and 9, we see that
the two dummies corresponding to Ratios 3 and 4iraportant for discriminating among a group of
companies with ECD and the rest of companies. MaedJodels 4 and 8 shows that when Ratio 1 is
higher and Ratio 4 is zero (low value or missingajlathere is a possible sign that the company has
employer’s contribution defaults. On the other hath@ selected independent variables are not able t
distinguish between clean companies and comparitbotier tax defaults than ECD. In addition, Ratios
2 and 3 seem insignificant and therefore can beovenh from analysis, but holding the dummies in the
models.

The results however should be interpreted withioaubecause there are a number of limitations that
can affect them. One limitation is the correlatiamong variables. To avoid this problem, one can
eliminate the variables that are highly correlatgth other variables or transform the variable® inew
ones using principal components analysis. Anotlmeitdtion is the fact that there are many other
variables representing financial performance oraldes regarding closely the domain of interesmely
employer contribution, or employment, that areinotuded in the model. For future, we intend tolect
all necessary data for creating a fully-specifieddesl. Regarding the method, one can also use
multinomial regression analysis in order to obsenvmore detail the differences between all typetwo
defaults based on a certain set of variables. tlitiad, in order to create valid models that cobéused
in prediction, a separation of the dataset intmiing, test and validation subsets is necessamhaothe
model performance is reliably assessed. However, study was of exploratory nature, aiming at
discovering whether the financial performance cambed as an indicator of tax defaults. The resists
show that the pre-processing of the data playsi@alrrole in modeling. Selecting the appropriagée af
companies for analysis is therefore important amallenging for succeeding in identifying the comigan
with tax defaults.

7 Conclusions

In this paper we analyzed to what extent the firgnperformance of a company can indicate tax
defaults. The aim was to study whether the findrnméaformance of companies can be used by the tax
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authority as an indicator for selecting companies ispection in order to detect tax fraud or tax
inconsistencies. The financial health of the congmmwas measured using four ratios, two of them
defining the profitability, one - liquidity and athe@r - the solvency of a company. We focused on one
type of tax, namely employer’s contribution or palltax. The analysis was conducted on a real éatas
consisting of Finnish limited companies observe@®04. The data was obtained from the Finnish Tax
Authority. The dataset has been further pre-pramksthus resulting ten subsamples of companies that
constituted the basis of our models. We createdeaatlated the models based on the binomial lagisti
regression. The evaluation concerned the goodrefiis-cassification accuracy, and the importarafe

the four ratios in predicting the probability tttatompany has employer’s contribution default.

By developing a series of models based on diffedatdsets, we found that the models which include
dummy variables signaling the values of zero infihancial ratios are more useful for identifyintget
companies with employer’s contributions defaults phrticular, the developed models indicate that th
companies that report two particular ratios as dpe@ro or give incomplete data are more likely éo b
found with discrepancies in the employer’s contiidms. Moreover, the four ratios and the derived
dummies are more useful for identifying the companwith employer’s contributions defaults from the
rest of the companies, than for identifying the pames with other types of tax inconsistencies.

However, for generating correct classifications dtirof the companies with employer’s contribution
defaults, more variables are necessary to be addeause the models are underspecified. Future work
will focus on selecting relevant ratios that camiove the models. Despite the limitations of thedgds,
the study shows that this approach, if supplemeniidd all relevant ratios, could be used to setbet
companies with tax defaults for auditing.

In conclusion, the logistic regression models slioat the four financial performance ratios are able
capture the differences between the companiesemithloyer’s contributions defaults and the resthef t
companies only to a limited extent, namely theyidate that when two particular ratios are equadm
they may signals inconsistencies in the employasigtributions. Moreover, when one particular rédtas
higher values and other ratio is zero, there isssible sign that the company has employer’s doution
defaults. Future work is intended to identify othelevant ratios that can improve the models. Meoeeo
because ratios are correlated among themselvestered to use first principal components analysis t
obtain new independent variables and then applgtiogegression.
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