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Abstract—Infrastructure as a Service (IaaS) clouds provide
virtual machines (VMs) under the pay-per-use business model.
The dynamic on-demand provisioning of VMs allows IaaS users
to ensure scalability of their web applications and web-based
services from really low to really high loads. However, VM
provisioning must be done carefully because over-provisioning
results in an increased operational cost, while under-provisioning
leads to a subpar service. In this research work, our main focus is
on cost-efficient VM provisioning for multi-tier web applications
and video transcoding. Moreover, to prevent provisioned VMs
from becoming overloaded, we augment VM provisioning with
an admission control mechanism. Similarly, to ensure efficient
use of provisioned VMs, under-utilized VMs are consolidated
periodically. Since cost-efficient VM provisioning is an optimiza-
tion problem, we apply metaheuristic approaches to find a near-
optimal solution.

Index Terms—Cloud computing; web applications; video
transcoding; virtual machine provisioning; admission control;
server consolidation

I. INTRODUCTION

Web applications are often deployed in a three-tier computer
architecture that consists of client, application, and database
tiers [1]. The client tier runs within the user web browser,
while the application server and the database server tiers run
in the remote server infrastructure. Both the application and
the database tiers are implemented using a computer cluster
to be able to process many user requests simultaneously. In
this configuration, a load balancing subsystem distributes the
user requests among the computers in the cluster. Traditionally,
these clusters are composed of a fixed number of computers
and are dimensioned to serve a predetermined maximum
number of concurrent users.

A web-based video streaming service is also implemented
using a cluster-based distributed system, which may consist
of different types of servers, such as, video streaming servers
and video transcoding servers. A video transcoding server
converts a compressed video from one format to another [2].
It may change video format, bit rate, frame resolution, frame
rate, or any combination of these [3]. Video transcoding
is a compute-intensive operation. For an on-demand video
streaming service, it may be necessary to transcode a large
number of videos on-the-fly in realtime. Transcoding of a large
number of simultaneous videos necessitates the need for a
cluster of video transcoding servers.

Infrastructure as a Service (IaaS) clouds, such as Amazon
Elastic Compute Cloud (EC2) [4], provide virtual machines
(VMs) under the pay-per-use business model. The dynamic on-
demand provisioning of VMs allows IaaS users to deploy and
scale their web applications and web-based services without
requiring to invest into large-scale IT infrastructures. With
cloud elasticity, it is possible to create a dynamically scalable
cluster of servers consisting of a varying number of VMs.
However, VM provisioning must be done carefully because
over-provisioning results in an increased operational cost,
while under-provisioning leads to a subpar service, which
may violate users’ Quality of Service (QoS) requirements
concerning performance, resulting in a loss of revenue.

Determining the number of VMs to provision for a clus-
ter is an important problem as the exact number of VMs
needed at a specific time depends upon the user load and
the QoS requirements. In this work, our main goal is cost-
efficient VM provisioning for multi-tier web applications and
video transcoding. Moreover, to prevent provisioned VMs
from becoming overloaded, we augment VM provisioning
with an admission control mechanism. For cost-efficiency, it
is also necessary to reduce under-utilization of servers in a
cluster. As a recent study showed that 80% − 85% under-
utilization of servers is common in enterprises [5]. Under-
utilization of VMs can be reduced by using server consol-
idation techniques similar to those used in data centers for
power-efficiency [5], [6], [7].

Cost-efficient VM provisioning with VM consolidation and
admission control is a combinatorial optimization problem [8].
Therefore, we apply metaheuristic approaches [8], [9] to find
a near-optimal solution.

II. PROPOSED APPROACH

The main problem that we intend to tackle is cost-efficient
VM provisioning with augmented server consolidation and
overload control on provisioned VMs. We seek solutions for
multi-tier web applications and on-demand video transcoding.
Although there are many similarities between VM provision-
ing for web applications and VM provisioning for video
transcoding, each one of them also has its own challenges. In
this section, we present the proposed approach while providing



a brief overview of some of the most important challenges that
it addresses.

We propose a cost-efficient VM provisioning approach for
multi-tier web applications [1], [10], [11] and on-demand
video transcoding [3]. Moreover, for preventing servers from
becoming overloaded, the VM provisioning approach is aug-
mented with an admission control mechanism [12], [13]. Sim-
ilarly, the underutilization of VMs is minimized by providing
a VM consolidation mechanism.

A. VM Provisioning Delay

In practice, it takes a few minutes to provision a VM
from an IaaS provider [1], [10]. Due to the inevitable VM
provisioning delay, handling of a sudden spike in the incoming
user load becomes a challenge. Some of the strategies that we
use to overcome this drawback of public IaaS clouds include
provisioning multiple VMs at a time [1], [10], using additional
VM capacity [1], [10], and using load prediction to provision
proactively [3], [10].

B. Admission Control

Resource allocation alone does not prevent servers from
becoming overloaded [12], [13], [14], [15]. One of the main
reason is that the load balancer may always direct some new
requests or load to an already overloaded server. Another
reason is the VM provisioning delay, which may lead to
over-admission on existing VMs. Therefore, to prevent servers
from becoming overloaded, VM provisioning needs to be
augmented with an admission control mechanism. Traditional
admission control approaches that are designed for a fixed
number of servers may be evaluated based on server over-
load prevention and gain in throughput. However, the main
challenge for dynamically scalable clusters is to devise an
admission control mechanism that leverages cloud elasticity
to provide a good tradeoff between cost and QoS. We use
session-based adaptive admission control for web applica-
tions [12]. Likewise, for video transcoding, we use a stream-
based admission control approach [13].

C. Load Prediction and Proactive Provisioning

Many traditional VM provisioning approaches, such as [1],
[16], [17], [18], [19], use reactive provisioning. However, the
primary shortcoming of reactive provisioning is that it starts a
provisioning operation only after a significant increase in the
load is detected [20]. Therefore, the new VMs can only be used
instantly if the VM provisioning is instantaneous [10]. How-
ever, due to the VM provisioning delay, the reactive approach
may fail to handle increased load, especially under sudden load
spikes. Alternatively, some approaches use prediction of future
load to provision preemptively [20], [21]. We use a proactive
approach for video transcoding [3] and a hybrid approach for
web applications that assigns certain weights to reactive and
proactive provisioning [10]. The main challenge in prediction-
based approaches is in making predictions with high prediction
accuracy under realtime constraints [10]. We use a two-step
load prediction method [22] with a simple linear regression

model [12], which predicts a few steps ahead in the future
with high prediction accuracy under realtime constraints.

D. Reduced Oscillations in Number of VMs

Another important challenge is to reduce oscillations in
the number of provisioned VMs. This is desirable because
oscillations in the presence of VM provisioning delay may
lead to deteriorated performance [1]. Moreover, since some
IaaS providers, such as Amazon EC2, charge on hourly basis,
oscillations in the number of provisioned VMs may result
in a higher provisioning cost [3]. We use a few strategies
to counteract oscillations in the number of VMs, such as,
delaying new provisioning operations until previous provision-
ing operations have been realized [1], [19] and terminating
only those VMs that are constantly under-utilized for a longer
period of time [1] and whose renting hour approaches its
completion [3].

E. Sharing of VM Resources for Improved Utilization

For cost-efficient VM provisioning to deploy and scale mul-
tiple web applications, the proposed approach should provide
a finer deployment granularity than the smallest VM provided
by the contemporary IaaS providers [10]. This is especially
important when deploying a large number of web applications,
most of which may have very few users, while a few of
them may have many users. We use shared hosting, which
deploys one or more web applications on each VM [1], [10].
Moreover, popular applications would often be deployed in
many VMs, while sporadically used applications would not
be deployed at all in order to save resources. Therefore, at
any given time, an application may be deployed in zero, one,
or more VMs [1]. Thus, instead of provisioning at least one
full VM per application, shared hosting effectively supports
provisioning a fraction of a VM per application, resulting
in a reduced number of total VMs. Deployment of multiple
web application in a shared hosting environment enables two
levels of scaling, namely server-level scaling and application-
level scaling [1]. Server-level scaling provisions and terminates
VMs from an IaaS cloud to create a dynamically scalable
cluster of servers, whilst application-level scaling deploys and
removes web applications from each virtualized server.

For video transcoding, we use video segmentation at Group
of Pictures (GOP) level, which splits video streams into
smaller segments that can be transcoded independently of one
another [3]. It allows transcoding of multiple video streams
concurrently on a single VM. The sharing of VM resources
among multiple concurrent streams improves VM utilization,
which helps in reducing total number of required VMs.

F. Reduced Number of VMs and Migrations

When deploying and scaling a large number of web ap-
plications in a shared hosting environment, it is important to
consolidate under-utilized VMs from time to time in order to
reduce under-utilization of VMs and consequently total num-
ber of provisioned VMs. In this case, server consolidation [5],
[6], [7] should migrate all active sessions and web applications



from the least loaded under-utilized VMs to other VMs and
then terminate the least loaded VMs. This is achievable with
live VM migration [6]. However, live migration is a resource-
intensive operation. Therefore, the main challenge here is
to augment VM provisioning with a server consolidation
mechanism, which uses a reduced number of VMs along with
a reduced number of VM migrations.

For video transcoding, server consolidation may not require
live migration because video segments can be transcoded
independently of one another and transcoding of segments
takes relatively less time to complete [3]. Therefore, it may be
more reasonable to let the segments complete their execution
and then terminate the VM when there are no more running
and pending segments on it.

G. Automatic Adjustment and Adaptability
To ensure cost-efficiency and QoS under diverse load

conditions, it is necessary that the proposed VM provision-
ing, admission control, and server consolidation approaches
automatically adjust and adapt themselves according to the
load conditions. For admission control, we use a weighting
coefficient, which is automatically adjusted and tuned based on
four different parameters that represent load conditions [12].
We also use a similar weighting coefficient for prediction-
based VM provisioning [10]. It is calculated based on the
prediction error.

H. Selection of Appropriate Parameters
Selection of appropriate parameters to represent different

load conditions, QoS, and server performance is also an im-
portant challenge. For instance, one of the most intuitive per-
formance measure for web applications is response time [23].
However, an application may have different expected response
times for different types of user requests [1]. Therefore,
expected response time may be difficult to define for a
given application. Alternatively, it may be reasonable to use
server-level and application-level resource utilization metrics
as an indication of load conditions and performance [10].
We use commonly used resource utilization metrics, which
include CPU load average, memory utilization, and network
utilization [1], [10], [12].

On-demand video transcoding is a compute and memory
intensive operation. Consequently, resource utilization metrics,
such as CPU load average and memory utilization, are not
appropriate indicators of load conditions and performance.
Therefore, we use video transcoding rate and video play rate
for VM provisioning for on-demand video transcoding [3].

III. RELATED WORK

Most of the existing works on VM provisioning and
dynamic resource allocation for web-based systems can be
classified into two main categories: Plan-based approaches
and control theoretic approaches [24], [25], [26]. Plan-based
approaches can be further classified into workload prediction
approaches [20], [21] and performance dynamics model ap-
proaches [16], [17], [18], [19], [27]. One common character-
istic of all of these existing works is that they do not use

shared hosting. Another common characteristic is that they
only provide a server-level scaling mechanism. Whereas, our
proposed approach for web applications [1] also provides a
separate mechanism for scaling of individual web applications.

There are currently only a few approaches for cloud-based
distributed video transcoding, such as [28], [29]. However,
they do not address VM provisioning problem for on-demand
video transcoding.

Server consolidation approaches, such as [5], [6], [7], dy-
namically reallocate VMs to physical nodes with the aim
of reducing total number of required nodes. However, in
the context of cost-efficient VM provisioning from an IaaS
cloud, we require a different type of server consolidation. It
should periodically migrate all active web applications and
user sessions from the least loaded under-utilized VMs to other
VMs. Thus, releasing the least loaded VMs for termination.
Therefore, our goal is to reduce number of provisioned VMs
and their renting durations, rather than reducing number of
physical nodes.

Admission control approaches, such as [14], [15], [30],
[31], [32], [33], [34], [35], aim to prevent server overloading
under high load situations. One common characteristic of these
traditional approaches, except [35], is that they make decisions
only on acceptance or rejection of incoming user load. The ap-
proach in [35] has its own disadvantages. The discount-charge
model of [35] requires additional web pages to be included in
the web application and it is only effective for e-commerce
web sites when more users place orders. In the context of
cloud computing, it may also be possible to defer the incoming
load until some new VMs are provisioned or some existing
VMs become less loaded. Therefore, there is an opportunity to
develop an admission control mechanism, which may choose
between using an existing VM or provisioning a new VM for
accommodating new incoming load [12], [13].

IV. EXPECTED CONTRIBUTIONS AND OBTAINED RESULTS

The main expected contribution is a cost-efficient VM
provisioning approach for multiple multi-tier web applications
and on-demand video transcoding. Some more specific con-
tributions include VM provisioning approach for web applica-
tions [1], [10], [11] a session-based adaptive admission control
approach for web applications [12], an approach for automatic
load generation on web applications [36], a VM provisioning
approach for video transcoding [3], a video stream based
admission control approach for video transcoding [13], and
server consolidation approaches for web applications and
video transcoding. The proposed cost-efficient VM provision-
ing approach is validated with discrete-event simulations and
prototype implementations.

The first outcome of this work is an approach for automatic
load generation for performance and scalability testing of
web applications called ASTORIA [36]. Cost-efficient VM
provisioning with integrated admission control and server
consolidation mechanisms is an ongoing research project. We
have proposed an approach to create dynamically scalable
application server tiers to deploy and scale multiple web



applications per VM [1], [10], [11], a prediction-based VM
provisioning approach for video transcoding [3], a session-
based adaptive admission control approach for virtualized
application servers [12], and an approach for video stream
based admission control for video transcoding [13]. We have
been currently working on server consolidation approaches for
web applications and video transcoding. Moreover, applying
metaheuristic approaches [8], [9] to optimize cost-efficiency
is also part of our ongoing research.
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