Possibility versus probability: falling shadows versusfalling integrals
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Abstract

In 2001 Carlsson and Fullér introduced
the possibilistic mean value, variance and
covariance of fuzzy numbers. In 2003
Fullér and Majlender introduced the nota-
tions of crisp weighted possibilistic mean
value, variance and covariance of fuzzy
numbers, which are consistent with the ex-
tension principle. Summarizing our results,
in this paper we will consider fuzzy num-
bers from a normative point of view and
will illustrate the concepts of possibilistic
covariance and correlation by several exam-
ples.

1 Probability

In probability theory, the dependency between two
random variables can be characterized through their
joint probability density function. Namely, if X and
Y are two random variables with probability den-
sity functions fx(x) and fy(y), respectively, then
the density function, fx y (x,y), of their joint random
variable (X, Y"), should satisfy the following proper-
ties

/fX,Y(x»t)dtZfX(fﬂ%/fX,Y(tvy)dthY(y),
R R

foradl z,y € R. fx(z) and fy(y) are called the the
marginal probability density functions of random vari-
able (X,Y). X and Y are said to be independent if

fxy(z,y) = fx(x)fy(y), holdsforal z,y.
The covariance between two random variables X and

Robert Fullér
Eo6tvos Lorand University,
e-mail rfuller@mail.abo.fi

Péter Majlender
TUCS, Abo Akademi,
e-mail peter.majlender@abo.fi

Y isdefined as
Cov(X,Y) = / vy fxy(z,y)drdy
R2

_/Rfo(x)dx/Rny(y)dy’

andif X andY areindependent then Cov(X,Y) = 0.
Let X and Y berandom variableswith finite variances
Var(X) and Var(Y"). Then the correlation coefficient
between X and Y is defined by

Cov(X,Y)
Var(X)Var(Y)’

p(X,Y) =
anditisclear that —1 < p(X,Y) < 1.
2 Possibility

A fuzzy set A in R is said to be a fuzzy number if
it is normal, fuzzy convex and has an upper semi-
continuous membership function of bounded support.
The family of al fuzzy numbers will be denoted by
F. A ~y-level set of afuzzy set A in R™ is defined
by [A]" = {z € R™ : A(z) > ~} if vy > 0 and
[A]Y = cl{x € R™ : A(z) > ~} (the closure of the
support of A) if v = 0. If A € F isafuzzy number
then [A]" is aconvex and compact subset of R for all
v € 1[0,1].

Fuzzy numbers can be considered as possibility distri-
butions [6]. A fuzzy set B in R™ is said to be ajoint
possibility distribution of fuzzy numbers A; € F,
i=1,...,m,if it satisfies the relationship

ax B(x,..., = A;(x;),
B
fordl z; € R, 7 = 1,...,m. Furthermore, A; is

called the -th margina possibility distribution of B,



Figure 1: Non-interactive possibility distributions.

and the projection of B on the i-th axisis A; for i =
1,....,m.

Definition 2.1 Fuzzy numberd; € F,i=1,...,m,

If g: R — Risanintegrablefunctionand A € F then
the average value of function g on [A]” is defined by

1
C yg:4/ g(x)dzx.
@) = [, 9@

Especidly, if g(x) = z, for al € R isthe identity
function (¢ = id) and A € F isafuzzy number with
[A]Y = [a1(7), a2(y)] then the average value of the
identity function on [A]” is computed by

1 _ar(y) +az(y)
Clap (id) = f[AP dr /[A}7 rdr = - 5

which remainsvalid inthelimit case az(y) — a1 () =
0 for some . Because Cj4)- (id) is nothing else, but
the center of [A]” we will use the shorter notation
C([A]'Y) for C[A]’y (ld)

Definition 3.1 [4] A function f: [0, 1] — R is said to

are said to be non-interactive if their joint possibility be a weighting function if is non-negative, monoton
distribution, B, is given by increasing and satisfies the following normalization

. condition
o T) = min{ Ay (z1),. .., Am(Tm)},

or, equivalently[B]Y = [A;]” x --- x [A,,]7, for all

B(xy,.. 1
o /Of(v)dv=1-

x1,...,o, € Randy € [0,1].

It isclear that in this case any change in the member-
ship function of A does not effect the second marginal
possibility distribution and vice versa. On the other
hand, A and B are said to be interactive if they can
not take their values independently of each other [3].

Different weighting functions can give different (case-
dependent) importancesto v-levels sets of fuzzy num-
bers.

We can use the principle of central valuesto introduce
the notion of expected value of functions on fuzzy
sets. Let g: R — R be an integrable function and

_ S let A € F.
Note 2.1 Marginal probability distributions are de-

termined from the joint one by the principle of 'falling Definition 3.2 [5] The expected value of function
integrals’ and marginal possibility distributions are on A with respect to a weighting functiofis defined

determined from the joint possibility distribution by py

the principle of 'falling shadows’.

3 Central values

Let B beajoint possibility distribution in R™, let v €
[0,1] and let g: R™ — R be an integrable function. It
iswell-known from analysis that the average value of
function g on [B]” can be computed by

)
= —— g(x)dz
Jipp dz Jisp

We will call C asthe central value operator [5].

C[B]‘Y (9)

1
Ej(g; A) = /O Coap () ()i

1 1
= I d dry.
/ = /W g(a)dzf (1)

Especially, if g isthe identity function then we get

Lag a
Ey(id; A) = Ef(A) =/ Mf(w)d%

0 2

which is thef-weighted possibilistic expected value
value of A introduced in [5].



Let us denote R4+ (id, id) the average value of func-
tion g(x) = (z — C([A]"))? on the y-level set of an
individual fuzzy number A. That is,

1
Rian(id,id) = 7/ 22dx

1 2
- — xdaz) .
<f[A}v dz /[A]7

Definition 3.3 [5] Thevariance of A isdefined asthe
expected value of function g(z) = (z — C([A]?))? on
A. That is,

1
Vars (4) = Ef(g; A) = /O Ry (id, id) £ (7).

After some calculations we get,

1 (g u 2
Var; (A) :/O (az(7) - 1(7))

Definition 3.4 [5] Let C' be a joint possibility distri-
bution with marginal possibility distributions A, B €
F, and let v € [0,1]. The measure of interactivity
between the v-level sets of A and B is defined by

f(v)dy.

R[C’}V (T2, Wy)
= Ciepr ((me = Ciop (1) ) (y — Ciopr ()
= Cioy (Tamy) — Ciop () - Ciopr (my)
The interactivity relation computes the average value
of the interactivity function
9(z,y) = (z = Ciep (7)) (y — Crepr (my)),
on [C]".

Based on the notion of central values we introduced
anovel definition of covariance, that agrees with the
principle of 'falling shadows'.

Definition 3.5 [5] Let C be a joint possibility distri-
butionin R2. Let A, B € F denote its marginal pos-
sibility distributions. The covariance of A and B with
respect to a weighting function f (and with respect to
their joint possibility distributioin C') is defined by

1
Cov (A, B) = /0 Riop (e, ) f(7)dy =

1
/0 [Cier (memy) — Ciep (m2) - Ciop ()] F ().

The covariance between marginal distributions A and
B of ajoint possibility distribution C' is nothing else
but the expected value of their interactivity function
on C (with respect to a weighting function f). Fur-
thermore, the covariance has been interpreted as a
measure of interactivity between margina distribu-
tions[5].

Theorem 3.1 [5] If A,B € F are non-interactive
then Cov ¢ (A, B) = 0 for any weighting function f.

However, zero correlation does not alwaysimply non-
interactivity (see Fig. 2).

Figure 2: p;(A, B) = 0 for interactive fuzzy num-
bers.

Theorem 3.2 [2] Let A, B € F be fuzzy numbers
(with Vars(A) # 0 and Vary(B) # 0) with joint
possibility distribution C'. Then, the correlation coef-
ficient between A and B, defined by

B Covs(A, B)
~ /Var;(A)Var;(B)

pf(A, B)

satisfies the property —1 < p¢(A,B) < 1 for any
weighting function f.

Let us consider some interesting cases. In [2] we
proved that if A and B are non-interactive, then
ps(A, B) = 0. Consider now the case when shadows
of the joint possibility distribution move in tandem
(Fig. 3): if A(u) > ~for somew € R thenthere exists
aunique v € R that B can take, furthermore, if u is
moved to the left (right) then the corresponding value
(that B can take) will also move to the left (right). It
can be shown [2] that in thiscase ps(A, B) = 1.



Figure3: p¢(A,B) = 1.

Consider now the case when the shadows of the joint
possibility distribution move in the opposite direction
(Fig. 4): if A(u) > ~ for some v € R then there
existsaunique v € R that B can take, furthermore,
if uw ismoved to the left (right) then the corresponding
value (that B can take) will move to the right (left).
We have shown [2] that p; = —1.

\J

Figure4: ps(A, B) = —1.

Consider now the case depicted in Fig. 5. Since,

1 1
Covy(A,B) = 55 | (1= 7,

1
Var(A) = %/0 (1 —)2f(7)dy,

therefore p;(A, B) = —1/3 for any weighting func-
tion f.

Figure5: p¢(A, B) = —1/3.

4 Summary

In this paper we have summarized our results on in-
teractive fuzzy numbers.
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