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Abstract: In this paper we generalize the principles of possibilistic mean value, variance, covariance and correlation
of fuzzy numbers to quasi fuzzy numbers. We will show some necessary and sufficient conditions for the existence
of possibilistic mean value and variance for quasi fuzzy numbers. Considering the standard exponential probability
distribution as a quasi fuzzy number we will compare the possibilistic and the probabilistic correlation coefficients.

I. INTRODUCTION
A fuzzy number A is a fuzzy set in R with a normal, fuzzy
convex and continuous membership function of bounded
support. The family of fuzzy numbers is denoted by F . A
quasi fuzzy number A is a fuzzy set of the real line with a
normal, fuzzy convex and continuous membership function
satisfying the limit conditions [2]

lim
t→∞

µA(t) = 0, lim
t→−∞

µA(t) = 0.

A quasi triangular fuzzy number is a quasi fuzzy number
with a unique maximizing point. Furthermore, we call Q the
family of all quasi fuzzy numbers. Quasi fuzzy numbers can
also be considered as possibility distributions [6]. A γ-level
set of a fuzzy set A in Rm is defined by [A]γ = {x ∈ Rm :
µA(x) ≥ γ}, if γ > 0 and [A]γ = cl{x ∈ Rm : µA(x) > γ}
(the closure of the support of A) if γ = 0.

If A is a fuzzy number, then [A]γ is a closed convex
(compact) subset of R for all γ ∈ [0, 1]. If A is a quasi
fuzzy number, then [A]γ is a closed convex (compact)
subset of R for any γ > 0. Let us introduce the notations
a1(γ) = min[A]γ , a2(γ) = max[A]γ In other words, a1(γ)
denotes the left-hand side and a2(γ) denotes the right-hand
side of the γ-cut, of A for any γ ∈ [0, 1]. A fuzzy set C in
R2 is said to be a joint possibility distribution of quasi fuzzy
numbers A,B ∈ Q, if it satisfies the relationships max{x |
µC(x, y)} = µB(y), max{y | µC(x, y)} = µA(x), for all
x, y ∈ R. Furthermore, A and B are called the marginal
possibility distributions of C. A function f : [0, 1] → R
is said to be a weighting function if f is non-negative,
monoton increasing and satisfies the following normalization
condition ∫ 1

0

f(γ)dγ = 1.

Different weighting functions can give different (case-
dependent) importances to γ-levels sets of quasi fuzzy
numbers. It is motivated in part by the desire to give less
importance to the lower levels of fuzzy sets [11] (it is why
f should be monotone increasing).

Fig. 1. A quasi triangular fuzzy number with membership function e−|x|.

II. POSSIBILISTIC MEAN VALUE, VARIANCE,
COVARIANCE AND CORRELATION OF QUASI
FUZZY NUMBERS

The possibilistic mean (or expected value), variance and
covariance can be defined from the measure of possibilistic
interactivity (as shown in [3], [9], [10]) but for simplicity, we
will present the concept of possibilistic mean value, variance,
covariance in a pure probabilistic setting. Let A ∈ F be
fuzzy number with [A]γ = [a1(γ), a2(γ)] and let Uγ denote
a uniform probability distribution on [A]γ , γ ∈ [0, 1]. Recall
that the probabilistic mean value of Uγ is equal to

M(Uγ) =
a1(γ) + a2(γ)

2
,

and its probabilistic variance is computed by

var(Uγ) =
(a2(γ)− a1(γ))

2

12
.

The f -weighted possibilistic mean value (or expected value)
of A ∈ F is defined as [8]

Ef (A) =

∫ 1

0

E(Uγ)f(γ)dγ =

∫ 1

0

a1(γ) + a2(γ)

2
f(γ)dγ,
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where Uγ is a uniform probability distribution on [A]γ for
all γ ∈ [0, 1]. If f(γ) = 1 for all γ ∈ [0, 1] then we get

Ef (A) =

∫ 1

0

E(Uγ)f(γ)dγ =

∫ 1

0

a1(γ) + a2(γ)

2
dγ.

That is, f(γ) ≡ 1 the f -weighted possibilistic mean
value coincides with the (i) generative expectation of fuzzy
numbers introduced by Chanas and Nowakowski in ([4],
page 47); (ii) middle-point-of-the-mean-interval defuzzica-
tion method proposed by Yager in ([15], page161). In this
paper we will use the natural weighting function f(γ) = 2γ.
In this case the possibilistic mean value is, denoted by E(A),
defined by,

E(A) =

∫ 1

0

a1(γ) + a2(γ)

2
2γdγ

=

∫ 1

0

γ(a1(γ) + a2(γ))dγ,

(1)

which the possibilistic mean value of A originally introduced
by Carlsson and Fullér in 2001 [1]. We note here that from
the equality

E(A) =

∫ 1

0

γ(a1(γ) + a2(γ))dγ

=

∫ 1

0

γ · a1(γ) + a2(γ)

2
dγ∫ 1

0

γ dγ

,

it follows that E(A) is nothing else but the level-weighted
average of the arithmetic means of all γ-level sets, that is,
the weight of the arithmetic mean of a1(γ) and a2(γ) is just
γ.

Note 1. There exist several other ways to define mean
values of fuzzy numbers, e.g. Dubois and Prade [5] defined
an interval-valued expectation of fuzzy numbers, viewing
them as consonant random sets. They also showed that
this expectation remains additive in the sense of addition
of fuzzy numbers. Using evaluation measures, Yoshida et
al [16] introduced a possibility mean, a necessity mean
and a credibility mean of fuzzy numbers that are different
from (1). Surveying the results in quantitative possibility
theory, Dubois [7] showed that some notions (e.g. cumu-
lative distributions, mean values) in statistics can naturally
be interpreted in the language of possibility theory.

Now we will extend the concept of possibilistic mean
value to the family of quasi fuzzy numbers.

Definition II.1. The f -weighted possibilistic mean value of
A ∈ Q is defined as

Ef (A) =

∫ 1

0

E(Uγ)f(γ)dγ =

∫ 1

0

a1(γ) + a2(γ)

2
f(γ)dγ,

where Uγ is a uniform probability distribution on [A]γ for
all γ > 0. The value of Ef (A) does not depend on the
boundedness of the support of A.

The possibilistic mean value is originally defined for
fuzzy numbers (i.e. quasi fuzzy numbers with bounded
support). If the support of a quasi fuzzy number A is
unbounded then its possibilistic mean value might even not
exist. However, for a symmetric quasi fuzzy number A we
get Ef (A) = a, where a is the center of symmetry, for any
weighting function f .

Now we will characterize the family of quasi fuzzy
numbers for which it is possible to calculate the possibilistic
mean value. First we show an example for a quasi triangular
fuzzy number that does not have a mean value.

Example II.1. Consider the following quasi triangular fuzzy
number

µA(x) =


0 if x ≤ 0
1√
x+ 1

if 0 ≤ x

In this case

a1(γ) = 0, a2(γ) =
1

γ2
− 1,

and its possibilistic mean value can not be computed, since
the following integral does not exist (not finite),

E(A) =

∫ 1

0

a1(γ) + a2(γ)

2
2γdγ

=

∫ 1

0

(
1

γ2
− 1

)
γdγ =

∫ 1

0

(
1

γ
− γ

)
dγ.

Note 2. This example is very important: if the membership
function of the quasi fuzzy number tends to zero slower than
the function 1/

√
x then it is not possible to calculate the

possibilistic mean value, (clearly, the value of the integral
will be infinitive), otherwise the possibilistic mean value does
exist.

To show this, suppose that there exists ε > 0, such that
the membership function of quasi fuzzy number A satisfies
the property,

µA(x) = O(x− 1
2−ε)

if x → +∞. This means that there exists and x0 ∈ R such
that,

µA(x) ≤ Mx− 1
2−ε,

if x > x0 and where M is a positive real number. So the
possibilistic mean value of A is bonded from above by

M
1

− 1
2
−ε

multiplied by the possibilistic mean value of a quasi fuzzy
number with membership function x− 1

2−ε plus an additional
constant (because of the properties of a quasi fuzzy number
we know that the interval [0, x0] accounts for a finite value
in the integral).
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Suppose that,

µA(x) =


0 if x < 0

1 if 0 ≤ x ≤ 1

x− 1
2−ε if x ≥ 1

A similar reasoning holds for negative fuzzy numbers with
membership function (−x)−

1
2−ε. Then we get,

a1(γ) = 0, a2(γ) = γ
1

− 1
2
−ε ,

and since
ε− 1

2

ε+ 1
2

̸= 1,

we can calculate the possibilistic mean value of A as,

E(A) =

∫ 1

0

a1(γ) + a2(γ)

2
2γdγ =

∫ 1

0

γ
− 1

ε+1
2 γdγ

=

∫ 1

0

γ
−

ε− 1
2

ε+1
2 dγ = (ε+

1

2
)

[
γ

1

ε+1
2

]1
0

= ε+ 1/2

Theorem II.1. If A is a non-symmetric quasi fuzzy number
then Ef (A) exists if and only if there exist real numbers
ε, δ > 0 , such that,

µA(x) = O
(
x− 1

2−ε
)
,

if x → +∞ and

µA(x) = O
(
(−x)−

1
2−δ

)
,

if x → −∞.

Note 3. If we consider other weighting functions, we need
to require that µA(x) = O(x−1−ε), when x → +∞ (in the

worst case, when f(γ) = 1,
1

γ
is the critical growth rate.)

Example II.2. Consider the following quasi triangular fuzzy
number,

µA(x) =

 0 if x ≤ 0
1

x+ 1
if 1 ≤ x

In this case we have,

a1(γ) = 0, a2(γ) =
1

γ
− 1,

and its possibilistic mean value is,

E(A) =

∫ 1

0

a1(γ) + a2(γ)

2
2γdγ =

∫ 1

0

(
1

γ
− 1

)
γdγ

=

∫ 1

0

(1− γ)dγ = 1/2.

This example is very important since the volume of A can not
be normalized since

∫∞
0

µA(x)dx does not exist. In other
words, µA can not be considered as a density function of
any random variable.

Fig. 2. Quasi triangular fuzzy number 1/(x+ 1), x ≥ 0.

The measure of f -weighted possibilistic variance of a
fuzzy number A is the f -weighted average of the probabilis-
tic variances of the respective uniform distributions on the
level sets of A. That is, the f -weighted possibilistic variance
of A is defined by [9]

Varf (A) =

∫ 1

0

var(Uγ)f(γ)dγ

=

∫ 1

0

(a2(γ)− a1(γ))
2

12
f(γ)dγ.

Now we will extend the concept of possibilistic variance
to the family of quasi fuzzy numbers.

Definition II.2. The measure of f -weighted possibilistic
variance of a quasi fuzzy number A is the f -weighted
average of the probabilistic variances of the respective
uniform distributions on the level sets of A. That is, the
f -weighted possibilistic variance of A is defined by

Varf (A) =

∫ 1

0

var(Uγ)f(γ)dγ

=

∫ 1

0

(a2(γ)− a1(γ))
2

12
f(γ)dγ.

where Uγ is a uniform probability distribution on [A]γ for
all γ > 0. The value of Varf (A) does not depend on the
boundedness of the support of A. If f(γ) = 2γ then we
simple write Var(A).

From the definition it follows that in this case we can
not make any distinction between the symmetric and non-
symmetric case. And it is also obvious, since in the definition
we have the square of the a1(γ) and a2(γ) functions, that
the decreasing rate of the membership function has to be the
square of the mean value case. We can conclude:

Theorem II.2. If A is a quasi fuzzy number then Var(A)
exists if and only if there exist real numbers ε, δ > 0, such

µA(x) = O(x−1−ε)

if x → +∞ and

µA(x) = O((−x)−1−δ),
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if x → −∞.

Note 4. If we consider other weighting functions, we need
to require that

µA(x) = O(x−2−ε),

when x → +∞ (in the worst case, when f(γ) = 1,
1
√
γ

is

the critical growth rate.)

Example II.3. Consider again the quasi triangular fuzzy
number,

µA(x) =

 0 if x ≤ 0
1

x+ 1
if 1 ≤ x

In this case we have,

a1(γ) = 0, a2(γ) =
1

γ
− 1,

and its possibilistic variance does not exist since∫ 1

0

(a2(γ)− a1(γ))
2

12
2γdγ =

∫ 1

0

(1/γ − 1)2

12
2γdγ = ∞.

In 2004 Fullér and Majlender [9] introduced a measure
of possibilistic covariance between marginal distributions of
a joint possibility distribution C as the expected value of the
interactivity relation between the γ-level sets of its marginal
distributions. In 2005 Carlsson, Fullér and Majlender [3]
showed that the possibilistic covariance between fuzzy num-
bers A and B can be written as the weighted average
of the probabilistic covariances between random variables
with uniform joint distribution on the level sets of their
joint possibility distribution C. The f -weighted measure of
possibilistic covariance between A,B ∈ F , (with respect to
their joint distribution C), defined by [9], can be written as

Covf (A,B) =

∫ 1

0

cov(Xγ , Yγ)f(γ)dγ,

where Xγ and Yγ are random variables whose joint distribu-
tion is uniform on [C]γ for all γ ∈ [0, 1], and cov(Xγ , Yγ)
denotes their probabilistic covariance.

Now we will extend the concept of possibilistic covari-
ance to the family of quasi fuzzy numbers.

Definition II.3. The f -weighted measure of possibilistic
covariance between A,B ∈ Q, (with respect to their joint
distribution C), is defined by,

Covf (A,B) =

∫ 1

0

cov(Xγ , Yγ)f(γ)dγ,

where Xγ and Yγ are random variables whose joint distri-
bution is uniform on [C]γ for any γ > 0.

It is easy to see that the possibilistic covariance is an
absolute measure in the sense that it can take any value
from the real line. To have a relative measure of interactivity
between marginal distributions Fullér, Mezei and Várlaki

introduced the normalized covariance in 2010 (see [10]). A
normalized f -weighted index of interactivity of A,B ∈ F
(with respect to their joint distribution C) is defined by

ρf (A,B) =

∫ 1

0

ρ(Xγ , Yγ)f(γ)dγ

where

ρ(Xγ , Yγ) =
cov(Xγ , Yγ)√

var(Xγ)
√
var(Yγ)

and, where Xγ and Yγ are random variables whose joint
distribution is uniform on [C]γ for all γ ∈ [0, 1].

In other words, the (f -weighted) index of interactivity is
nothing else, but the f -weighted average of the probabilistic
correlation coefficients ρ(Xγ , Yγ) for all γ ∈ [0, 1]. It is
clear that for any joint possibility distribution this correlation
coefficient always takes its value from interval [−1, 1], since
ρ(Xγ , Yγ) ∈ [−1, 1] for any γ ∈ [0, 1] and

∫ 1

0
f(γ)dγ = 1.

Since ρf (A,B) measures an average index of interactivity
between the level sets of A and B, we may call this measure
as the f -weighted possibilistic correlation coefficient.

Now we will extend the concept of possibilistic correla-
tion to the family of quasi fuzzy numbers.

Definition II.4. The f -weighted possibilistic correlation co-
efficient of A,B ∈ Q (with respect to their joint distribution
C) is defined by

ρf (A,B) =

∫ 1

0

ρ(Xγ , Yγ)f(γ)dγ

where

ρ(Xγ , Yγ) =
cov(Xγ , Yγ)√

var(Xγ)
√
var(Yγ)

and, where Xγ and Yγ are random variables whose joint
distribution is uniform on [C]γ for any γ > 0.

III. PROBABILITY VERSUS POSSIBILITY:
THE CASE OF EXPONENTIAL FUNCTION
Now we will calculate the possibilistic mean value and
variance of a quasi triangular fuzzy number defined by
the membership function e−x, x ≥ 0, which can also be
seen as a density function of a standard exponential random
variable. In probability theory and statistics, the exponential
distribution is a family of continuous probability distribu-
tions. It describes the time between events in a Poisson
process, i.e. a process in which events occur continuously
and independently at a constant average rate.

Consider the following quasi triangular fuzzy number

µA(x) =

{
0 if x < 0

e−x if x ≥ 0

From
∫∞
0

µA(x)dx = 1 it follows that µA can also be
considered as the density function of a standard exponential
random variable (with parameter one). It is well-known
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Fig. 3. Quasi triangular fuzzy number and density function of an
exponential random variable with parameter one: e−x, x ≥ 0.

that the mean value and the variance of this probability
distribution is equal to one. In the fuzzy case we have,

a1(γ) = 0, a2(γ) = − ln γ,

and its possibilistic mean value is

E(A) =

∫ 1

0

a1(γ) + a2(γ)

2
2γdγ =

∫ 1

0

−(ln γ)γdγ =
1

4
,

and its possibilistic variance is,

Var(A) =

∫ 1

0

(a2(γ)− a1(γ))
2

12
2γdγ

=

∫ 1

0

(− ln γ)2

6
γdγ =

1

24
.

Let C be the joint possibility distribution, defined by the
membership function,

µC(x, y) = e−(x+y), x ≥ 0, y ≥ 0,

of quasi fuzzy numbers A and B with membership functions

µA(x) = e−x, x ≥ 0, and µB(y) = e−y, y ≥ 0.

In other words, the membership function of C is defined
by a simple multiplication (by Larsen t-norm [13]) of the
membership values of µA(x)and µB(y), that is, µC(x, y) =
µA(x)× µB(y). The γ-cut of C can be computed by

[C]γ = {(x, y) | x+ y ≤ − ln γ; x, y ≥ 0}.
Then

M(Xγ) = M(Yγ) = −
ln γ

3
,

M(X2
γ) = M(Y 2

γ ) =
(ln γ)2

6
,

and,

var(Xγ) = M(X2
γ)−M(Xγ)

2

=
(ln γ)2

6
− (ln γ)2

9

=
(ln γ)2

18
.

Similarly we obtain,

var(Yγ) =
(ln γ)2

18
.

Furthermore,

M(XγYγ) =
(ln γ)2

12
,

cov(Xγ , Yγ) = M(XγYγ)−M(Xγ)M(Yγ) = − (ln γ)2

36
,

we can calculate the probabilistic correlation by

ρ(Xγ , Yγ) =
cov(Xγ , Yγ)√

var(Xγ)
√

var(Yγ)
= −1

2
.

That is, ρ(Xγ , Yγ) = −1/2 for any γ > 0. Consequently,
their possibilistic correlation coefficient is,

ρf (A,B) = −1/2

for any weighting function f .
On the other hand, in a probabilistic context, µC(x, y) =

µA(x) × µB(y) = e−(x+y) can be also considered as the
joint density function of independent exponential marginal
probability distributions with parameter one. That is, in a
probabilistic context, their (probabilistic) correlation coeffi-
cient is equal to zero.

Note 5. The probabilistic correlation coefficient between two
standard exponential marginal probability distributions can
not go below (1−π2/6). Really, the lower limit, denoted by
τ , can be computed from,

∫ ∞

0

∫ ∞

0

(
1− e−x − e−y)+ − (1− e−x)(1− e−y)

)
dxdy

= −
∫ ∞

0

∫ ∞

0

e−xe−ydxdy

+

∫∫
0<x, 0<y, 1<e−x+e−y

(1− e−x − e−y)+dxdy

= −1 +

∫∫
0<x, 0<y, 1<e−x+e−y

(2e−x − 1)dxdy = τ
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using the substitutions u = e−x, v = e−y we get,

τ = −1 +

∫∫
u<1, v<1, u+v>1

(
2

u
−

1

uv

)
dudv

= −1 +

∫ 1

0

1

u

∫ 1

0

(
2−

1

v

)
dvdu

= 1 +

∫ 1

0

2u+ log(1− u)

u
du

= −1 +

∫ 1

0

log(1− u)

u
du

=

∫ 1

0

∞∑
k=1

uk−1

k
du

= 1−
∞∑
k=1

1

k2

= 1−
π2

6
.

In the case of possibility distributions there is no known
lower limit [12].

If the joint possibility distribution C is given by the
minimum operator (Mamdani t-norm [14]),

µC(x, y) = min{µA(x), µB(y)} = min{e−x, e−y},

x ≥ 0, y ≥ 0, then A and B are non-interactive marginal
possibility distributions and, therefore, their possibilistic
correlation coefficient equal to zero.

IV. SUMMARY

We have generalized the principles of possibilistic mean
value, variance, covariance and correlation of fuzzy numbers
to a more general class of fuzzy quantities: to quasi fuzzy
numbers. We have shown some necessary and sufficient
conditions for the existence of possibilistic mean value and
variance for quasi fuzzy numbers.
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