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ABSTRACT

Usually, a sound designer achieves artistic goals by editing
and processing the pre-recorded sound samples. To assist navi-
gation in the vast amount of sounds, the sound metadata is used:
it provides small free-form textual descriptions of the sound file
content. One can search through the keywords or phrases in the
metadata to find a group of sounds that can be suitable for a task.
Unfortunately, the relativity of the sound design terms complicate
the search, making the search process tedious, prone to errors and
by no means supportive of the creative flow. Another way to ap-
proach the sound search problem is to use sound analysis. In this
paper we present a simple method for analyzing the temporal evo-
lution of the “whoosh” sound, based on the per-band piecewise
linear function approximation of the sound envelope signal. The
method uses spectral centroid and fuzzy membership functions to
estimate a degree to which the sound energy moves upwards or
downwards in the frequency domain along the audio file. We eval-
uated the method on a generated dataset, consisting of white noise
recordings processed with different variations of modulated band-
pass filters. The method was able to correctly identify the centroid
movement directions in 77% sounds from a synthetic dataset.

1. INTRODUCTION

There are two different approaches to sound design according to
how a sound is generated and used [1]. A sample-oriented ap-
proach is based on the processing of the recorded sounds, which
are then arranged according to a moving picture content. A proce-
dural approach implies building up signal synthesis and processing
chains and making them reactive to happenings on the screen. But
the complexity of implementing DSP algorithms for artistic tasks
made this approach rarely used in the industry, hence the sample-
oriented method is used most in sound design. In this case the
design process starts with searching for sounds in libraries.

To facilitate search and decrease the time spent searching, li-
brary manufacturers provide textual annotations for sounds that
could be written in filenames, in PDF files, or encoded in spread-
sheet for integration with sound metadata management software.
In either case, sound search is basically a keyword-search in a cor-
pus of text. This format makes it almost impossible to annotate
many aspects of sounds, as the annotations will grow too big to
be manageable by a human. So, the creators of sound libraries
provide annotations that are short and concise. The quality and
richness of metadata varies from company to company, but mostly
all provide keywords for common sound categories, representing
purpose, materials, actions and other high-level sound-related con-
cepts.

The keywords may have synonyms, change meaning depend-
ing on a context (polysemy), or even be interpreted differently by

different people (relativity) [2, 3]. These aspects lead to a poor user
experience in sound search applications, when the search yields a
lot of results, and a designer would need to listen through many
sounds before even starting doing the creative work [4]. To narrow
down the search, an experienced professional may want to exclude
specific libraries from search or use boolean expressions to include
synonyms, but all these actions are far from the creative work.

One way to approach this problem could be augmenting the
keyword-based search with audio analysis algorithms to estimate
some sound parameters that are pertinent to the workflow. There
are a number of concepts in sound design which have more or less
unambiguous meanings that many people agree on (like whooshes,
risers, hits or pads to name a few), and we can model these sounds
without doing a substantial amount of knowledge elicitation work.
These models can be used in the search context to filter out the
sounds which do not fit into the model parameters a user is inter-
ested in.

Of course, a comprehensive method to address the problem
would include many of such models, providing a sound designer
with a diverse set of content-based search filters. But in this pa-
per we will only consider a model of a whoosh sound, as it has
a relatively straightforward definition and is widely used in the
production. The AudioSet ontology [5] defines whoosh as “a sibi-
lant sound caused by a rigid object sweeping through the air.” In
sound design this term is usually interpreted in a more generic
way, for example as “movements of air sounds that are often used
as transitions, or to create the aural illusion of movement” [6].
This movement is an essential quality of a whoosh sound and
can be expressed as volume or spectral movements. The defini-
tive characteristics of this movement are relatively slow attack and
decay, a prominent climax point, and often a noticeable spectral
change from the higher frequencies down to the lower ones or the
opposite way around. Sound of this class are widely used, e.g.
in game menu navigation, trailer scene transitions, for sounds of
space ships passing by, and so forth.

In this paper we describe a whoosh model and a set of audio
analysis algorithms to fit an arbitrary sound file into this model.
The model is used to estimate the spectral movement descriptor
quantifying the degree of the whoosh transition up or down along
the spectrum. The model is based on splitting the sound into fre-
quency bands, and approximating the volume envelopes in each
band as piecewise linear function. This representation is similar to
the multi-stage envelopes used in sound synthesizers1, so we can
easily extract attack and decay values from it. We test our method
on a synthetic dataset consisting of different variations of white
noise processed with a modulated band-pass filter.

The paper is organized as follows. Section 2 provides an over-
view of the related work. Section 3 describes the whoosh model

1Also known as breakpoint function.

DAFX-1

https://research.it.abo.fi/research/ESlab
mailto:eugene.cherny@abo.fi
https://research.it.abo.fi/research/ESlab
mailto:johan.lilius@abo.fi
http://semantics.ifmo.ru/en/
mailto:mouromtsev@mail.ifmo.ru


Proceedings of the 20th International Conference on Digital Audio Effects (DAFx-17), Edinburgh, UK, September 5–9, 2017

and its centroid metric. In Section 4 we describe procedures to fit
an arbitrary sound to the model. Section 5 describes the evaluation
procedures, and Section 6 reports the evaluation results. Lastly, in
Section 7, we discuss the results, and then conclude the paper in
Section 8 by summarizing contributions and possible applications.

2. RELATED WORK

A good introduction to the sound retrieval problem can be found
in [7]. This work explored what words subjects used to describe
sound, and grouped verbal descriptions into three major classes:
sound itself (onomatopoeia, acoustic cues), sounding situation (what,
how, where, etc.) and sound impression (adjectives, figurative
words, etc.). These classes provide different conceptual tools to
organize sound.

The sound impression class deals with the interpretation of
how words connected to sound [8, 9, 10]. This class consists of
descriptions that are usually used in informal communication, and
they often do not have established interpretations. Thus, building a
recognition system for them would require the elicitation of strict
definitions (like the authors of [11] and [12] did).

The sounding situation class contains descriptions of setting
in which a sound production occurred. They may include a sound
source (a bird, a car), a sounding process (twittering, rumbling),
a place (a forest, a garage), a time of production (morning), etc.
Essentially, commercial sound libraries mostly annotated with the
concepts of this class, but adding all word variations and synonyms
to enrich the metadata would sacrifice readability and search sim-
plicity. Moreover, treating linguistic relativity may require a more
deep understanding of what is actually recorded in a sound. For
example, a long hit sound in the user interface library could be
much shorter than a short hit from the trailer library. One could
address this issue by adding a trailer keyword to the annotation,
but this is just the one example of many possible whoosh usages,
and covering up them all may just be impossible to achieve with
limited human resources. To some extent these problems can be
addressed with natural language processing or knowledge elicita-
tion [3, 13, 14], but treating the relativity problem with these meth-
ods would require a substantial amount of knowledge engineering
to categorize and organize sound concepts. There are ontologies
that provide some structured information about audio-related con-
cepts [5, 15, 16, 17] and with some adaptations they can assist in
the sound search. For example, in [12] authors describe the im-
plementation of the timbre attribute prediction software that uses
concepts from the ontology provided in [15].

The sound itself class describes acoustic features of the sound
“as one hears it.” It includes sound representation models (mu-
sic theory, spectromorphology, onomatopoeia, etc.). For example,
in [18] authors explore the relevance of sound vocalizations com-
pared to the actual sound. Interestingly, in this paper authors con-
nected vocalizations with the morphological profiles of the sound,
based on Schaeffer’s spectromorphology concepts. There is a sub-
stantial work done on automatic sound morphological profile recog-
nition [19, 20, 21], but real sound designers rarely have to deal with
the morphological concepts.

3. WHOOSH MODEL

According to the previous section, our work is related to the mod-
elling sound properties (the sound itself class), as we want to quan-
tify the parameters of some known class of sounds (whooshes). As

was discussed in the Introduction, the main property of a whoosh
sound is the movement which can be temporal, spectral or both at
the same time. This movement is characterized by the prominent
peak somewhere in the middle of the sound: the intensity rises to
this peak from silence and decays down after passing it. A spec-
tral change can also happen together with the intensity, often with
prominent transitions from higher to lower part of the spectrum or
other way around. We build our model with the proposition that
two movements together define the whoosh sound.

We continue with the following assumptions:

1. The sound intensity movement of the whoosh sound can be
described using either an attack-decay (AD) or an attack-
hold-decay (AHD) envelopes. This comes directly from the
proposition we mentioned just above.

2. The model will be used in the search context, where a user
already knows what sounds are whooshes, and only wants
to filter out some of them according to the settings. Thus, a
recognition between whoosh and non-whoosh sounds is not
needed.

The purpose of the model is to describe the temporal envelope
and the spectral movement of a whoosh sound. The model consists
of a simplified multi-band representation of the sound intensity en-
velope and a movement metric, which quantifies a degree to which
the frequency content moved up or down in the spectrum.

The attack-decay envelope is an ideal representation of a whoosh
movement, but in practice, it is often hard to define one single
peak, especially in the long sounds. In this case an attack-hold-
decay envelope could be a better fit. The AHD envelope can be
modeled as a piecewise linear function defined somewhere at a
sound with length L:

Ei(x) =


a1x+ b1, if x ∈ [xi

0, x
i
1)

a2x+ b2, if x ∈ [xi
1, x

i
2)

a3x+ b3, if x ∈ [xi
2, x

i
3]

0, otherwise

, x ∈ [0, L] (1)

where x is an arbitrary time point in a sound file, xi
0 and xi

3 are
the beginning and the end of the envelope, and xi

1 and xi
2 are the

breaking points. The AD envelope model is a special case of AHD,
where xi

1 = xi
2. A sound can contain several non-overlapping

sound envelopes, and i denotes an index of the envelope in the
sound.

For each sound we define two fuzzy membership functions for
the “beginning” and the “end” linguistic variables:

mbeg(x) =
x

L
∈ [0, 1] , (2)

mend(x) = 1−mbeg(x) ∈ [0, 1] , (3)

which results can be interpreted as “to what extent the time point x
is located in the beginning or in the end of a sound.” We use these
functions to weigh an arbitrary envelope value:

V i
l (x) = ml(x)Ei(x), (4)

where l denotes a linguistic variable, which can be either “beg” or
“end”.

The breaking points xi
1 and xi

2 from the Eq. 1 are considered
rs representing points, where the most sound energy is located.
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We are using them to calculate a cumulative peak value for the
linguistic variable l:

pl =
∑
i

(V i
l (x

i
1) + V i

l (x
i
2)), (5)

which value can be interpreted as “how much of sound energy lies
in the beginning or in the end of a sound.”

We use the piecewise functions (Eq. 1) to compress envelope
signals in the each band of a sound, passed though a crossover.
With a set of models in each frequency band, we can estimate the
centroid of the peak values for each linguistic variable, adapting
the standard spectral centroid formula [22]:

Cl =

∑
b bp

b
l∑

b p
b
l

, (6)

where b is a band index, and pbl is a cumulative peak value of the
band b for the linguistic variable l.

And finally, the centroid descriptor is a difference between
centroids of two linguistic variables:

Cd = Cend − Cbeg (7)

Cd estimates how the centroid changes over time, with neg-
ative values suggesting a decrease, and positive values — an in-
crease.

4. FITTING A SOUND TO THE MODEL

To construct the model we need to find values for all non-input
variables in the Eq. 1. Our strategy here is to first find the bound-
aries of the envelope (points xi

0 and xi
3), and then to find breaking

points xi
1 and xi

2. Knowing envelope values at these points, we
can calculate the linear function coefficients a and b in each piece
by solving a trivial linear equation system. This approach is sim-
ilar to the one used in [19], where the maximum sound envelope
values are being connected to the both, beginning and end of the
sound, thus forming a two-segment AD model. In our method we
construct the AHD model which can often be more realistic ap-
proximation. The rest of this section will explain, how exactly all
these steps has been performed.

In sound libraries a single audio recording can contain several
variations of the same sound separated by silence. This is a com-
mon practice, e.g. for the sounds of weapon shooting or footsteps,
etc. So, we start with looking for the long silence segments and
use them as separators to split recordings into multiple sounds.

The separated sounds are then split into frequency bands with
a crossover filter bank, and the RMS envelope signals are esti-
mated for each band. Based on these signals we split each band
into regions separated by silence. A simple threshold processing
is used to find the initial set of regions, that may get merged if they
are close to each other.

The piecewise models are then built for each resulting region.
The beginning and the end points (xi

0 and xi
3) are defined by re-

gions’ bounds, thus we need to find and connect climax points
to create the linear representation. We do this by essentially the
same algorithm as we used in the silence-split operation above,
but with a higher threshold value relative to the maximum enve-
lope value in the region. The new operation will yield a number of
“high-energy” regions, and their maximum values are used as cli-
max points for the multi-segment model. However, in many cases,
the resulted model will contain a large number of segments due to

noise and irregularities in sound. To overcome this, we discard all
points between the first and the last climax-points. The two peak
points left will be used as xi

1 and xi
2, thus creating the AHD model.

If there is only one peak point found after performing this opera-
tion, then we can create the AD model, where (xi

1 = xi
2). The AD

model can then be simplified by removing the middle piece from
the piecewise model in the Eq. 1.

Having all breakpoints of the piecewise model found, deter-
mining the a and b coefficients for each linear function is as trivial,
as finding the equation of the line given two points.

5. EVALUATION

We use the following method parameters in the evaluation:

• The sample rate is set to 44100 Hz.

• The RMS window size for the envelope signal estimation is
set to 20 ms.

• For the separating sounds in the sound file we set the non-
silence split threshold Tss to 0.001 (-60dB), and non-silence
merge threshold Tsm to 500 ms. This means, that all non-
silence regions with value higher than 0.001 will be merged
together if the silence gap between them is shorter than half
a second.

• The crossover is implemented using a bank of 4-order But-
terworth filters. It can have a different number of frequency
bands, but the split frequencies should to be spread evenly
on the equivalent rectangular bandwidth scale (ERB) [23].
This provides a perceptual weighting for comparing signal
energies between different frequency bands.

• To find the envelope bounds in frequency bands, the Tss

value is set to 75 ms.

• To find the high energy regions in envelopes, the peak split
threshold (Tps) is set to 80% of the maximum envelope
signal value between the bounds. The peak merge thresh-
old Tpm is set to 5 ms. I.e. the high energy regions with
the envelope value more than 80% of the maximum will be
merged together into one if the gap between them is shorter
than 5 ms. The individual peaks will be identified as the
maximum value in the each region.

First, we demonstrate the method for a simple signal by feed-
ing in a 1-second sine wave with frequency sweeping from 50 to
10000 Hz into it (Fig. 1).

We also test the method on a synthetic dataset generated with
Csound [24]. It consists of 1-second sound files with the variations
of the white noise processed by a modulated band-pass filter. The
modulation linearly changes the center frequency and the band-
width of the filter from cf1 to cf2, and from bw1 to bw2 respec-
tively. We choose the set of center frequencies and bandwidths for
modulation as follows:

• Create an list of tuples (fl, fh) with all possible pairwise
combinations of the set {0, 100 . . . 20000}, so that fl < fh.
fl and fh are the bottom and the top frequencies of the pass-
band respectively.

• Combine the resulted tuples into a list of ((fl1, fh1), (fl2, fh2)).
Each element of the list represents a pair of initial and target
modulation parameters. The parameters are transformed
into the center frequency and bandwidth pairs as follows:
bwi = fhi − fli, cfi = fli + 0.5bwi, where i ∈ {1, 2}.
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• To reduce the number of samples, we first leave out the tu-
ples where the absolute difference between the initial and
the target center frequencies are more than 50002, and then
sampling every 200th sample from what is left.

This procedure leaves us with 365330 variations of the initial
and the target filter frequency-bandwidth pairs. We pass these val-
ues into Csound [24] to generate the sound files3. Our method is
evaluated using different number of frequency bands. The goal of
this experiment is to find, in which situations our method fails to
correctly predict the spectral direction of whoosh sounds.

6. RESULTS

Fig. 1 shows how the method works on a trivial example: a sine
wave with frequency rising up linearly from 1000 Hz to 10000
Hz. We see how the algorithm fits the linear model to the envelope
signals in each band. The red vertical lines depict peak positions.
Values at the peaks are weighted for each linguistic variable as
follows (Eq. 4):

V 1
beg ≈ 0.002 V 1

end ≈ 0
V 2
beg ≈ 0.354 V 2

end ≈ 00
V 3
beg ≈ 0.314 V 3

end ≈ 0.04
V 4
beg ≈ 0.007 V 4

end ≈ 0.347
Which yields the following centroids after applying Eq. 6:
Cbeg ≈ 1.445 Cend ≈ 2.893

The “end” centroid is higher, suggesting the sound’s frequency
content is moving up in the spectrum.

0.0 1.0
Time (seconds)

0.00

0.35

Figure 1: A sine sweep analyzed with the described method. The
frequency goes up linearly from 1000 to 10000 Hz. The figure
presents four graphs with signal envelopes and linear functions for
each frequency band (the lowest band is at the top row). Split fre-
quencies are 422, 1487 and 4596 Hz. Y-axis in each graph is the
envelope amplitude. All graphs have identical scales, so only the
bottom one’s scale is annotated. Black solid lines are the enve-
lope signals. Yellow lines are the piecewise models (Eq. 1) fitted
to the envelopes. Red horizontal lines depict the envelope’s peak
value position. Dotted and dashed gray lines are fuzzy member-
ship functions for the “beginning” and the “end” linguistic vari-
ables respectively. The signal in the first band is weak compared
to the other bands, but it passed the threshold defined by Tss.

2We decided not to include samples with such prominent spectral tran-
sition, as it may be easy for the algorithm to identify the whoosh direction
in such cases.

3The second-order Butterworth filter was used, see the butterbp opcode,
URL: http://csound.github.io/docs/manual/butterbp.
html
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Figure 2: a) Distribution of the absolute centroid descriptor
(abs(Cd)) for correct and incorrect predictions. For this histogram
the correct predictions data has been sampled to be comparable
with the amount of incorrect predictions data available. b) Sam-
pling distribution of the mean of abs(Cd) with sample size equal
to 30.

In the second experiment we test the method on a set of syn-
thetically prepared sounds, as described in the previous section.
From the 365330 variations of filter frequency sweeps of the white
noise signal, the centroid movement direction of 282815 sounds
(approx. 77%) were identified correctly.

Fig. 2-a shows the distribution of the absolute centroid de-
scriptor for both correct and incorrect predictions. We see that on
average, the prediction errors happen more often when the cen-
troid movement is low (Fig. 2-b). There is a slight positive rela-
tionship between the absolute centroid descriptor and the predic-
tion correctness (r ≈ 0.319). Approximately the same correlation
exists between the difference of the start and the end center fre-
quencies of the band-bass filter modulation in generated sounds
(r ≈ 0.317).

We test how the algorithm performs when evaluated with dif-
ferent number of frequency bands. The obvious outcome of us-
ing less bands is lesser frequency domain precision and inability
to recognize whoosh direction when spectral variations of a sound
are completely covered by a single band. So, the ideal method may
fail to recognize the direction of some whooshes when evaluated
with a few bands, but it will eventually succeed after increasing the
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Figure 3: A precision of whoosh direction discrimination in two
groups of sounds.

number of bands. But test results are not that simple. We observed
three group of sounds:

1. Sounds where the estimated whoosh direction is the same
for all numbers of frequency bands.

2. Sounds where the direction estimation is incorrect for a low
number of bands, but it improves after increasing their num-
ber and does not regress anymore.

3. Sounds, where the direction estimation varies for different
number of frequency bands without any apparent pattern
(e.g. it estimates correctly for 4 and 6 bands, then regresses
at 10 bands, then improves for 18 bands, etc.).

For convenience we call first two groups of sounds stable and
the third one unstable. The unstable subset contains 9506 sounds
(including both, correct and incorrect predictions), which is 26%
of the test data. Fig. 3 compares the bandwise method precision in
the two subsets. We see that the precisions are approximately 0.58
and 0.81 for the unstable and stable respectively. The precision
grow as the number of frequency bands increase, and stabilize at
approximately 8 bands in both groups.

7. DISCUSSION

In this section we will briefly discuss the method performance
analysis results from the previous section.

0.0 1.0
Time (seconds)

0.0

0.2

(a) 6 bands, incorrect pred., Cbeg ≈ 4.46, Cend ≈ 4.37

0.0 1.0
Time (seconds)

0.0

0.2

(b) 8 bands, correct pred., Cbeg ≈ 6.06, Cend ≈ 6.57

Figure 4: An example of noisy peak detection. The graph
axes are the same as in the Fig. 1. The noise sound (cf1 =
9292, bw19697, cf2 = 11413, bw2 = 7071) has been analyzed
with the method two times: with 6 and 8 bands. Note the peak
position in the bottom bands: although the envelope signal is es-
sentially the same, the estimated peak position vary significantly
due to noise in the signal. This lead to the incorrect direction pre-
diction in the case (a).

First, there is an evident correlation between absolute Cd and
the method precision. This descriptor is a difference between cen-
troid values weighted for the two linguistic variables representing
a temporal placement of an event. This suggests, that the method
may have worse performance for the sounds with subtle spectral
centroid movements. Currently, the implementation lacks notion
of the “still” category, which contains sounds that does not perceiv-
ably go “up” nor “down”, and many incorrect predictions might
go into this class. But the implementation of this class requires
to conduct a qualitative research determining, what is a perceptu-
ally significant whoosh movement. This is an important question
for the content-based sound search, but it is out of scope of this
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particular paper.
Second, the data clearly shows shows that in general, we can

increase the number of frequency bands to get a higher precision,
but at some point, adding more bands will stop affecting it. This
suggests that some bands can be redundant to represent a particular
sound. Thus, the piecewise representation can be improved by
introducing an adaptive analysis algorithm, that would change the
number of bands according to the sound’s spectral content.

Lastly, the inconsistent method performance for different num-
ber of frequency bands suggests the peak-detection sensitivity noise.
The white noise has equal intensity at different frequencies and rel-
atively steady volume envelope. Filtering the noise with a band-
pass filter will increase irregularities in the envelope, thus provid-
ing noise for our peak-detection algorithm. Fig. 4 shows one
sound processed by the method using 6 and 8 frequency bands.
We see, that peak positions in the multi-segment representation
vary significantly, which affects the prediction. We can tackle the
noise in both, the envelope signal by increasing its smoothness
with filtering, as well as making more stable piecewise linear mod-
els by using more advanced fitting algorithm [25, 26]. Another
way to improve the method robustness could be to use the integra-
tion of the product of membership and piecewise functions instead
of peak values in V i

l estimation (Eq. 5). This way the method will
not be dependent on the peak detection errors caused by the sound
irregularities.

Another point of improvement could be testing the method on
real sounds, but we have found extremely little sounds on Freesound
[27] that contain tags for both, the “whoosh” keyword and the di-
rection. E.g. there are only 10 whooshes annotated with the tag
“down”. One option could be to annotate arbitrary whooshes by
hand and validate the method, but many sounds are intended to be
the “still” whooshes, so without proper differentiation of this class
by the method the hand-annotation will be prone to errors. But
manual annotation will could be prone to bias: as the method’s
creators, we may be annotating to make it pass the test. Thus, a
third party should be involved in annotation process.

8. CONCLUSIONS

We presented a descriptor for describing spectral centroid move-
ment in audio files, based on fuzzy membership functions and
piecewise linear model representation of sound envelopes in differ-
ent frequency bands. The method has been evaluated on a dataset
consisting of 365330 synthetic test sounds. It predicted spectral
centroid movement correctly in 77% of sounds in a dataset. We
identified the probable cause of prediction errors as noisiness in
the peak detection algorithm, and suggested ways to improve it.

The described method can be used in the sound search context
to filter or sort whoosh sounds according to the spectral move-
ment. The centroid descriptor Cd can not only be used for up-
down whoosh differentiation, but also to estimate the degree of
spectral movement in sounds, and to sort according to it. Also,
knowing the break points positions, we can filter sounds based on
the relative length of the attack and decay lengths. These filters
can be implemented, for example, as user interface widget in the
sound metadata management software to assist the search.

The source code used for this paper is available on-line:
https://github.com/ech2/papers.
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