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Abstract

Hypothesis generation from literature is
among the most prominent goals of the
BioNLP research community. The exis-
tence of EVEX, a large-scale event net-
work mined from the entire available
biomedical literature, opens the possibility
to cast this task in a supervised machine
learning setting, defining it as the predic-
tion of edges in this network, based on fea-
tures from their network context.

In this paper, we study the task from two
perspectives. First, we build a machine
learning system which predicts novel pair-
wise relationships in the EVEX network
and evaluate its performance using both
the standard measures as well as through
a manual inspection on a subset of the out-
put. And second, we analyze and discuss
the issues in evaluation arising from cross-
validation in densely connected graphs
with uneven edge distribution.

We find that the task is learnable, achiev-
ing performance clearly above baseline.
Further, a manual inspection of predic-
tions not found in the EVEX network
showed several candidate pairs, whose in-
teraction could be verified in the literature.
These pairs hint at the possibility that true
novel interacting pairs were identified by
the system as well, even though further
work is necessary to confirm whether that
is indeed the case.

1 Introduction

Hypothesis generation based on literature min-
ing is among the most prominent goals of the
BioNLP research community. Already over 20
years ago, the legendary ARROWSMITH system

(Swanson, 1988) identified novel association can-
didates by combining the information from en-
tity pairs frequently co-occuring in the literature
(Bekhuis, 2006). The work of Swanson, and many
others, was based on the statistics of term co-
occurrence in text. To increase the recall of low-
frequency associations, subsequent work has fo-
cused on a more detailed extraction of pairwise
interactions of (mainly) genes and proteins from
individual sentences (Pyysalo et al., 2008; Tikk
et al., 2010). Such extraction of interacting pairs
has the advantage that even single assertions can
be extracted, without the need for sufficiently high
co-occurrence. These methods are, however, of-
ten largely restricted to the extraction of untyped,
undirected pairs, i.e. an association is postulated,
but no additional knowledge regarding its type is
given. Finally, methods for the extraction of de-
tailed events have been introduced, mainly as the
outcome of the BioNLP Shared Tasks on Event
Extraction (Kim et al., 2009; Kim et al., 2011;
Nédellec et al., 2013). The events are detailed,
recursive structures that provide a more faithful
representation of the semantics of the underlying
text. Event extraction systems have subsequently
been applied on a large scale to the collection of
PubMed abstracts and the open-access section of
PubMed Central full-text articles (Bjorne et al.,
2010; Gerner et al., 2012). EVEX (Van Lan-
deghem et al., 2013), presently the only publicly
available large-scale event collection, serves as the
basis of this study and is discussed in more detail
in Section 2.

The availability of EVEX as a large-scale net-
work, with genes and gene products (GGPs) as the
nodes and their relationships as the edges, allows
us to study the problem of hypothesis generation
at a large scale and in a machine learning setting.
Rather than relying on a set of pre-defined pat-
terns, such as the triangular pattern used by Swan-
son which postulated the hypothetical association



A-C given the identified associations A—X and X—
C, we define a number of features extracted from
the network context and train a supervised classi-
fier. This allows us to incorporate more informa-
tion into the classification process.

Given a candidate pair of nodes not already con-
nected by an edge in the network, the task is to
predict the existence of a potential edge, or edges,
between the two nodes and possibly also the na-
ture (type) of the predicted relationship. Features
for this prediction task are extracted from the ex-
isting network neighborhood of the candidate pair,
in particular from short paths in the network that
connect the two nodes. Edges already existing in
the network are then used as positive examples in
training. In this paper, we will explore both the
simpler task of predicting whether an edge exists
or not, as well as the more complex multi-label
task of predicting also the type of the newly pre-
dicted edges.

2 Data

The data we use is extracted from EVEX, a large-
scale literature mining resource built on top of the
set of events extracted from all PubMed abstracts
and PubMed Central Open Access full-text arti-
cles, using the TEES system (Van Landeghem et
al., 2013; Bjorne et al., 2012). A feature of EVEX
particularly important for this current study is that
it provides a network view, where GGPs are nor-
malized to their respective Entrez Gene identifiers
using the GenNorm system (Wei et al., 2012), and
the complex recursive events are reduced into pair-
wise relationships with the coarse-grained types of
Regulation, Binding, and Indirect regulation and
29 fine-grained types such as Regulation of phos-
phorylation and Indirect catalysis of hydroxyla-
tion. This network view thus abstracts away some
of the complexity of the recursive events and al-
lows modeling the problem as a simple edge pre-
diction in directed graphs. Figure 1 illustrates a
tiny part of the human gene regulatory network ex-
tracted from the EVEX resource.

In the EVEX network view, the individual event
occurrences extracted from text are aggregated,
i.e. a single edge in the network stands for all indi-
vidual events that represent this relationship any-
where in the literature. This is possible because
the GGP symbols are normalized into Entrez Gene
identifiers and all edges of the same type and di-
rection between the same Entrez Gene identifier
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Figure 1: A tiny part of the highly con-
nected network extracted from EVEX for human
gene/protein interactions. Circle-terminated con-
nections indicate binding and arrows indicate reg-
ulation. Indirect regulations are presented with
dashed lines while direct regulations are presented
with solid ones.

pair can be merged. This has the major advantage
of allowing the use of features from all the avail-
able literature when predicting new relationships,
not restricting ourselves to a single sentence, or a
single article.

The complete EVEX network consists of
819,348 unique edges among 48,061 unique GGPs
from a large number of different organisms. To
deal with a smaller, yet biologically motivated
problem for this initial study, we selected the sub-
network formed by all human genes (judged by
their Entrez Gene identifier) and only consider
the three coarse-grained types, rather than the 29
fine-grained types available in EVEX. This hu-
man gene network consists of 13,418 nodes and
265,738 directed edges. As illustrated in Table 1,
the network is densely connected, with 97.6% of
nodes belonging to a single large connected com-
ponent. To simplify processing, we remove the
317 nodes that belong to connected components
with less than 8 nodes, and the 76 edges among
these nodes. The 212 connected components with
only a single node reflect the self-interacting genes
with no known interactions with other genes in the
EVEX database.
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Table 1: The distribution of connected compo-
nents in the network, showing that essentially the
entire network is spanned by a single connected
component with 13,091 nodes.

3 Methods

Casting the task in a straightforward supervised
machine learning setting, we need to specify what
our positives and negatives are. A positive ex-
ample is a pair of nodes in the network which is
connected with an edge. In the classification, we
will use features extracted from paths two or three
edges long that connect the two nodes in the net-
work.

As with many similar problems, there is no apri-
ori given set of negative examples. Instead, any
pair of nodes that is not directly connected in the
network can be technically considered as a nega-
tive example. This would, however, have two un-
wanted consequences: First, the number of such
negative examples would be enormous in com-
parison to the number of positive examples, and
second, most arbitrary node pairs are distant in
the network and obviously unrelated. The clas-
sification problem would thus become trivial if
trained and evaluated on such negative examples,
and its performance would not be very informa-
tive. Rather, we thus restrict the selection of neg-
ative examples to the “interesting” node pairs that
are not connected by a direct edge in the graph, but
are connected by at least one path of at most three
edges. In this way, we focus on the more realistic
problem of predicting novel relationships for node
pairs that are closely connected in the network.

Current state-of-the-art event extraction sys-
tems perform in the range of 40-50% in terms of
recall. Due to this fairly low retrieval rate some of
the examples labeled as negatives in training are in
fact false negatives in the underlying EVEX net-
work, and are bound to add noise to the training
and evaluation data. To diminish their effect, we
further refine the data by excluding negative gene

pairs that co-occur in at least one sentence. Since,
as was shown for example in the Genia Shared
Task data, statements of interactions rarely cross
the sentence boundary, this filtering step will re-
move most of the EVEX false negatives. The final
set of negatives used in training and evaluation is
thus constituted by pairs that are connected in the
network by at least one path of length at most three
edges, and that have not co-occurred in a sentence.

Comparing the average number of paths in the
network that connect candidates in the final set
of positives (32,077), the final set of negatives
(427), and the (currently discarded) set of nega-
tives where the candidate GGPs co-occur in a sen-
tence (8,602), reveals large differences, in particu-
lar further confirming that the currently discarded
negatives probably contain a non-trivial propor-
tion of actual existing interactions that the EVEX
text mining system failed to extract. Even though
these examples are excluded in the current eval-
uation so as to avoid the added noise in the data,
future work should focus on assessing their impor-
tance in hypothesis generation as well as in im-
proving the recall of the EVEX resource.

4 Features and Classification

To solve the binary classification problem of pre-
dicting the existence of an edge, we train a lin-
ear support vector machine using the SVM-light
library (Joachims, 1999). The features used are
based on the paths between the nodes, limiting to
only the paths of length two and three. Two feature
types are used:

1. For every unique path type, defined as the
concatenation of edge types and directions
along the path, the number of paths of this
type connecting the pair of GGPs is given.

2. For every unique path type of length two
edges, the maximum of EVEX confidence
scores of the edges in the path. The confi-
dence scores given in EVEX for the individ-
ual edges reflect the reliability of the underly-
ing events being correctly extracted from the
text.

The first set of features is purely based on the
structure of the graph and could be used with
various graphs constructed from different data
sources. The second set, however, is unique to the
underlying text mining resource, providing infor-
mation that cannot be acquired from other type of



gene regulatory networks. The performance gain
of these feature types is discussed in Section 5.3.
It is worth noting that neither of these feature types
encode information about the intermediary nodes
in the paths nor the textual context where the in-
teractions have been seen. As will be discussed in
detail in Section 5.2, this is particularly important
in the cross-validation setting, where it is difficult
to avoid paths crossing between training and test-
ing sets without substantially changing the charac-
teristics of the data.

The optimization of the classifier C' parameter
was done with a grid search against a develop-
ment set. As the natural distribution of positive
and negative examples is very tilted, we oversam-
ple positive examples to create training data with
a 1:10 proportion between positive and negative
examples. No such oversampling is done for the
development and test sets, naturally.

The more complex problem definition, where
event types are also predicted, can be formalized
as a multi-label classification task. In this case
we use a one-vs-all classification approach imple-
mented with the scikit-learn library (Pedregosa et
al., 2011) and a linear support vector machine.
The same features are used in both tasks.

5 Results

5.1 Baseline

Even though we select the negatives to be con-
nected with a path of at most three edges, there
is still a clear difference in the density — i.e. the
number of paths in the network that connect the
the two nodes — between the positive and the
negative examples. The positive examples have
on average a notably higher number of connect-
ing paths. The distributions of the path counts are
illustrated in detail in Figure 2. The histograms
show that the distribution of the negative examples
resembles an exponential distribution whereas the
positive examples show a heavy-tailed distribu-
tion. This is naturally a difference which a clas-
sifier can learn to exploit. To test how predictive
the path count is of the classification outcome, we
train a baseline classifier which is only given the
total number of connecting paths.

5.2 Test Protocol

All experiments are carried out using the 10-fold
cross-validation protocol, whereby the network is
split into ten sub-networks, of which eight are used

for training, one for parameter optimization, and
one for testing. 20,000 pairs with at least one
connecting path of at most three edges are ran-
domly sampled from each partition to form test
sets with a natural distribution of positive and neg-
ative examples. The results on the ten sets are
then averaged. Unlike in most machine learning
problems where individual instances are largely
independent, the densely connected event network
complicates the 10-fold split substantially. The
obvious approach of splitting the nodes randomly
is not practical because for any given node, 90%
of its neighbors will be assigned to a different set
than the node itself, while for feature generation
and testing it would be desirable for the node as
well as its neighbors to be assigned to the same set.
Rather than splitting the nodes into sets randomly,
we apply the METIS toolchain for graph partition-
ing (Lasalle and Karypis, 2013), which heuristi-
cally splits the network into roughly equally-sized
parts while minimizing the number of edges cross-
ing among the parts.

An issue with splitting the graph into partitions
roughly equally-sized with respect to the num-
ber of nodes is that a small number of extremely
densely connected hub nodes causes large varia-
tions in edge density in the resulting sets and, as
will be shown later, subsequent variation in the re-
sults. The METIS algorithm allows for weights
to be given to the nodes, which affects the divi-
sion to create graph partitions with roughly equal
sum of node weights. Weighting the nodes by
their degree, we can thus subdivide the graph into
partitions with a roughly equal number of edges,
thus balancing the edge density rather than node
density. To illustrate the difference, in Table 2
we show the number of nodes and edges in two
METIS-based 10-fold splits corresponding to the
two aforementioned strategies. Note the partic-
ularly disturbing fold no. 1 in the unweighted
strategy, which has an order of magnitude more
edges than any of the other nine folds. This par-
tition includes several well-studied genes such as
TNF-alpha, IL-6 and insulin, all with hundreds of
known interaction partners in the EVEX resource.

Another problem stems from the fact that, re-
gardless of the strategy used to divide the nodes
into subsets, there will be a number of edges span-
ning across these subsets. Of particular concern
are edges spanning between the training and the
test set in a given fold of the 10-fold protocol.
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Figure 2: Distributions of positive and negative examples in terms of the connecting path counts. The
y-axis has been limited to 15% and the actual heights of the bins exceeding this limit are denoted in the

figure.
Unweighted Weighted
Fold | Nodes Edges | Nodes Edges
0] 1,335 3,713 904 7,664
1| 1,348 79,005 | 1,287 9,678
2| 1,320 4,263 | 1,892 7,677
3| 1,348 9,959 | 1,369 8,326
41 1,302 3,198 | 1,256 11,616
51 1,278 1,738 | 1,140 8,668
6| 1,289 2,129 921 8,533
71 1,296 2273 | 1,792 8,333
8| 1,283 3,116 | 1,180 6,786
91 1,292 2,221 | 1,350 8,421
Total | 13,091 111,615 | 13,091 85,702

Table 2: The distribution in terms of the num-
ber of nodes and edges when splitting the net-
work into 10 folds with roughly equal node
count (unweighted) and roughly equal edge count
(weighted) using the METIS algorithm.

While the obvious “safe” course of action would
be to remove all edges that connect nodes between
the training and test data, this has a notable im-
pact on the data exactly because it is so densely
interconnected. This is again illustrated in Table
2, which shows the edge counts for the 10 par-
titions when edges spanning across partitions are
removed. In the unweighted set, 58% of edges
are removed, and in the weighted set, full 68%
of edges are removed. Removing edges spanning
across the 10 folds thus clearly substantially af-
fects the properties of the underlying data. Note
that while only removing edges spanning between
the training and test set in every iteration of the

10 fold evaluation strategy is also an option, this
would result in substantially skewed distributions
between the training and test data, and we thus do
not consider this approach further.

To assess the impact of these choices, we carry
out evaluation on all four combinations, i.e. split-
ting to balance the number of nodes versus number
of edges, and preserving or removing the edges
spanning between the folds in the 10-fold proto-
col. The four resulting divisions and their salient
characteristics are summarized in Table 3.

5.3 Classification Results

In the evaluation, we compare classifiers with
three different feature sets on the four network
partitioning strategies introduced in Section 5.2.
The baseline classifier uses only one feature which
encodes the total number of paths connecting the
candidate pair. A second classifier utilizes counts
of unique path structures, and a third classifier in-
troduces also features encoding confidences of the
individual edges, as extracted from EVEX. Preci-
sion, recall, and F-score averaged over the 10 folds
for the three classifiers are shown in Table 4.
Several observations can be made: To begin
with, the performance of the baseline classifier is
very poor in evaluation strategies with equal node
count partitioning, achieving F-scores of 7.36%
and 3.65%. This is most visible when edges span-
ning across partitions are retained in the data,
where the baseline classifier obtains an F-score of
0.0 in four folds out of ten. This is likely because
the baseline classifier can only rely on the num-
ber of paths, which substantially differs among



Dataset Positives Negatives Average  Average Average Sample Sample  Sample
name Frequency Frequency paths paths paths STD STD STD
(%) (%) count count count (Total) (Positives) (Negatives)
(Total) (Positives) (Negatives)

unweighted/remove 3.86 96.14 1289.00 12590.00  446.20 10325.95 42184.00 3267.35
weighted/remove 1.72 98.28 195.40 3086.00 104.40 929.10 5134.79 331.40
unweighted/keep 3.86 96.14 1543.00 16480.00  943.10 11358.70 52216.45 3915.70
weighted/keep 1.72 08.28 1094.00 25050.00  673.60 7932.11 52306.50 2403.92

Table 3: The salient characteristics of the four ways to construct the 10-fold split of the data.

Classifier | Precision ‘ Recall ‘ F-score
unweighted/remove
B 398 | 79.88 7.36
S 50.81 | 31.69 31.94
C 82.99 | 49.79 54.30
weighted/remove
B 54.96 | 34.22 34.14
S 60.84 | 46.44 49.81
C 62.69 | 52.88 56.47
unweighted/keep
B 1.89 | 60.00 3.65
S 58.08 | 38.05 41.61
C 78.64 | 28.92 41.20
weighted/keep
B 59.31 | 29.43 33.50
S 67.72 | 46.26 53.76
C 60.93 | 49.98 53.33

Table 4: Averaged precision, recall and F-score
over all test partitions for each evaluation strat-
egy. B = baseline classifier, S = classifier with
path structure features, C = classifier with confi-
dence and structure features.

the 10 folds with equal node count partitioning
(see Table 2). Especially with the dense fold no.
1, the network density and therefore path count
differs substantially between the training and test
set, leading to the poor classification performance.
With partitions balanced by edge counts, on the
other hand, the baseline classifier performance is
much higher, with F-scores of over 30%.
Classifiers using structure and confidence fea-
tures clearly outperform the baseline in all eval-
uation strategies, indicating that this problem in-
deed is learnable and that the paths themselves,
not only their overall count, provide useful infor-
mation to the classification. Interestingly, the con-
fidence features decrease the performance in eval-
uation strategies where paths are allowed to span
across folds. As these features provide clear im-
provement when the folds are completely indepen-

dent, further work is required to examine whether
it is the case that confidence features are benefi-
cial only with sparser networks, leading to poten-
tial gains in networks for less studied organisms.

For the more complex task of predicting also the
edge type and direction we select only one evalu-
ation strategy: balanced edge counts with edges
spanning over folds. This method is chosen as it
provides a sensible baseline and low variation be-
tween the folds, yet it reflects the natural density
of the graph well. As the edge types are not ex-
clusive, multiple labels can be predicted for each
example, reflecting cases where several relation-
ships exist simultaneously between the candidate
GGPs, for example both Binding and Regulation.

Results for the multi-label classification task are
shown in Table 5. As can be expected, the perfor-
mance for this task is lower than for the simple
binary classification task. As with the binary task,
the performance of the classifiers is substantially
higher than for the baseline. An interesting differ-
ence can be observed between the performance of
predicting binding versus regulation. As binding
edges are symmetric and the most common out of
these types, predicting them should be intuitively
the easiest. However, the baseline classifier ob-
tains higher scores for regulation events. On the
other hand, the classifier with path structure fea-
tures performs clearly better for binding edges, re-
sulting in approximately 10pp higher F-score than
for regulation edges.

Indirect regulations are clearly the hardest types
to predict. This might be due to their low number
in the data sets or the fact that an indirect regula-
tion edge always originates from a complex regu-
lation event. The confidence features do not seem
to have a significant influence on the results as also
observed in the binary classification task. Further
investigation is needed to clarify these evaluation
numbers.



Edge type Precision ‘ Recall ‘ F-score
B
Binding 63.07 9.27 14.84
Reg. > 66.01 | 11.36 17.74
Reg. < 61.37 | 14.35 21.38
Ind. reg. > 36.00 5.46 9.18
Ind. reg. < 31.83 5.76 9.56
Micro-average 60.96 | 10.63 16.73
Macro-average 51.66 9.24 14.54
S
Binding 66.46 | 37.79 46.85
Reg. > 65.14 | 27.80 37.47
Reg. < 64.14 | 27.65 36.49
Ind. reg. > 50.67 9.59 15.82
Ind. reg. < 32.94 8.99 13.87
Micro-average 65.11 | 30.85 40.52
Macro-average 55.87 | 22.36 30.10
C
Binding 62.33 | 40.43 47.92
Reg. > 65.72 | 28.10 37.86
Reg. < 63.85 | 27.59 36.03
Ind. reg. > 59.38 | 10.74 17.73
Ind. reg. < 34.31 9.22 14.28
Micro-average 62.40 | 32.24 41.34
Macro-average 57.12 | 23.22 30.76

Table 5: Averaged precision, recall and F-score
over all test partitions for each edge type. Bind-
ing is a symmetric interaction whereas regulation
and indirect regulation are directed. The direction
is denoted with > and <. B = baseline classifier, S
= classifier with path structure features, C = clas-
sifier with confidence and structure features.

5.4 Manual Evaluation

The false positive predictions provide an ex-
tremely interesting research target from the hy-
pothesis generation perspective. First, some of
these predictions are evaluated as false positives
only because the text mining system that was used
to generate the underlying data has failed to extract
these relationships from the text, even though they
were present. And second, some of the predictions
evaluated as false positives may in fact constitute
existing undiscovered relationships, identification
of which, after all, is the overall goal of this work.

If some proportion of the former can be found, it
may at least hint at the possibility of the latter be-
ing present among the “false” positives as well. To
assess whether some of the false positives can be
attributed to extraction failures of the text mining

system underlying the EVEX network, we man-
ually evaluated from each partition the 10 false
positive pairs with the highest number of connect-
ing paths, 100 examples in total. This evaluation
was carried out using the edge-balanced partition-
ing with edges spanning across partitions and the
predictions were made with the classifier using
the path structure features. In this evaluation we
only determined whether an interaction exists be-
tween the genes and did not consider the interac-
tion types.

The manual evaluation was carried out in two
ways: First, we searched in the EVEX resource for
occurrences of every false positive pair, but this
time including also event occurrences among se-
quence homologs of the candidate genes. Given a
false positive pair geneA—geneB, we thus inspect
all pairs geneX—geneY such that geneX and geneA
belong to one homologous family, and similarly
also for geneY and geneB. This way, we are able
to detect corresponding events that are reported to
occur between similar genes in other organisms,
instead of focusing only on the human gene regu-
latory network. EVEX contains several gene fam-
ily definitions — we use HomoloGene (Sayers et
al., 2012) and Ensembl (Flicek et al., 2013) for the
evaluation, as these specifically focus on eukary-
otes and include the human genome. For 15 of the
100 pairs, we found a corresponding event among
HomoloGene families. Among families based on
the Ensembl resource, the number of pairs was
34. Further examining these pairs, we found that
3 out of the 15 HomoloGene-based interactions
(4 out of 34 with Ensembl) could be confirmed
to hold among the exact human genes predicted,
but the pair was not present in EVEX because of
gene symbol normalization failure. These are thus
cases of successful prediction of relationships not
present in the EVEX network, which could be sub-
sequently verified in the literature. The remaining
12 interactions were either reported to happen in
other organisms or they were protein complex in-
teractions and the exact subunits were not men-
tioned. For instance, predicted interacting genes
PTK2B and NGF are found to belong to interact-
ing families, with the sentence “NGF induced the
tyrosine phosphorylation of RAFTK...” supporting
this prediction. Even though the family assign-
ment has grouped PTK2B together with RAFTK,
the precise relation is that PTK2B is a subunit of
RAFTK and no confirmed interaction is known



between PTK2B and NGF. Nonetheless, it is in-
triguing to observe that the system is able to pre-
dict a hypothetical interaction close to a known in-
teraction of related protein complexes.

In the second manual evaluation, the 100
pairs were searched from the STRING database
(Franceschini et al., 2013), which combines
protein-protein interaction evidence from various
sources, including text mining resources, experi-
mental data and curated databases. In this evalu-
ation all STRING evidence above the confidence
value of 0.150 (i.e. the low confidence threshold
on the STRING website) was considered as a pos-
sible interaction candidate. Out of the 100 pairs 31
were found to have some evidence in the STRING
database.

These results indicate that the system is able to
identify correct interactions not currently present
in the EVEX network.

6 Conclusions and Future Work

In this paper, we have introduced a machine-
learning hypothesis generation system, based on
large-scale literature mining networks and super-
vised learning. We have shown that the problem is
indeed learnable using features extracted from the
network context of each candidate pair. The classi-
fication performance is far above the random base-
line as well as the baseline classifier which only
considers the number of paths connecting the can-
didate in the network. This indicates that not only
the density but also the content in the network con-
text is used by the classifier.

In addition to the aforementioned machine
learning results, we have also explored some of
the difficulties associated with machine learning
in densely connected networks, where indepen-
dence of the individual instances does not hold in
many cases, causing problems in the application
of the standard cross-validation procedure. An-
other problematic issue is the non-uniform density
of the network where even few highly-connected
hub nodes may cause large variance in experimen-
tal results.

There is a number of future directions for this
work. First, the EVEX network offers aggrega-
tion of events not only by their Entrez Gene iden-
tifiers, but also by gene families defined through
gene sequence homology and spanning across
species. Incorporating events from different or-
ganisms would allow us to include the aspects

of cross-species, homology based function predic-
tion commonly used in genome annotation. Sec-
ond, we currently only utilize features from the
network, but not from the underlying text. It
would be of interest to explore what other features
from the texts, beyond the events themselves, can
contribute to the classification.
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