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#### Abstract

The intramolecular model for gene assembly in ciliates considers three operations, Id, hi, and dlad that can assemble any gene pattern through folding and recombination: the molecule is folded so that two occurrences of a pointer (short nucleotide sequence) get aligned and then the sequence is rearranged through recombination of pointers. In general, the sequence rearranged by one operation can be arbitrarily long and consist of many coding and non-coding blocks. We consider in this paper some simpler variants of the three operations, where only one coding block is rearranged at a time. We characterize in this paper the gene patterns that can be assembled through these variants. Our characterization is in terms of signed permutations and dependency graphs. Interestingly, we show that simple assemblies possess rather involved properties: a gene pattern may have both successful and unsuccessful assemblies and also more than one successful assembling strategy.


## 1 Introduction

The ciliates have a very unusual way of organizing their genomic sequences. In the macronucleus, the somatic nucleus of the cell, each gene is a contiguous DNA sequence. Genes are generally placed on their own very short DNA molecules. In the micronucleus, the germline nucleus of the cell, the same gene is broken into pieces called MDSs (macronuclear destined sequences) that are separated by noncoding blocks called IESs (internally eliminated sequences). Moreover, the order of MDSs is shuffled, with some of the MDSs being inverted. The structure is particularly complex in a family of ciliates called Stichotrichs - we concentrate in this paper on this family. During the process of sexual reproduction,
ciliates destroy the old macronuclei and transform a micronucleus into a new macronucleus. In this process, ciliates must assemble all genes by placing in the orthodox order all MDSs. To this aim they are using pointers, short nucleotide sequences that identify each MDS. Thus, each MDS $M$ begins with a pointer that is exactly repeated in the end of the MDS preceding $M$ in the orthodox order. The ciliates use the pointers to splice together all MDSs in the correct order.

The intramolecular model for gene assembly, introduced in [9] and [27] consists of three operations: Id, hi, and dlad. In each of these operations, the molecule folds on itself so that two or more pointers get aligned and through recombination two or more MDSs get combined into a bigger composite MDS. The process continues until all MDSs have been assembled. For details related to ciliates and gene assembly we refer to [15], [20], [21], [22], [23], [24], [25], [26] and for details related to the intramolecular model and its mathematical formalizations we refer to [3], [4], [7], [8], [11], [12], [13], [28], [29], as well as to the recent monograph [5]. For a different intermolecular model we refer to [17], [18], [19].

In general there are no restrictions on the number of nucleotides between the two pointers that should be aligned in a certain fold. However, all available experimental data is consistent with restricted versions of our operations, in which between two aligned pointers there is never more than one MDS, see [5] and [6]. We propose in this paper a mathematical model for simple variants of Id, hi, and dlad. The model, in terms of signed permutations, is used to answer the following question: which gene patterns can be assembled by the simple operations? As it turns out, the question is difficult: the simple assembly is a non-deterministic process, with more than one strategy possible for certain patterns and in some cases, with both successful and unsuccessful assemblies. We completely answer the question in terms of sorting signed permutations. Here, a signed permutation represents the sequence of MDSs in a gene pattern, including their orientation.

There is rich literature on sorting (signed and unsigned) permutations, both in connection to their applications to computational biology in topics such as genomic rearrangements or genomic distances, but also as a classical topic in discrete mathematics, see, e.g., [1], [2], [10], [16].

## 2 Mathematical Preliminaries

For an alphabet $\Sigma$ we denote by $\Sigma^{*}$ the set of all finite strings over $\Sigma$. For a string $u$ we denote $\operatorname{dom}(u)$ the set of letters occurring in $u$. We denote by $\Lambda$ the empty string. For strings $u, v$ over $\Sigma$, we say that $u$ is a substring of $v$, denoted $u \leq v$, if $v=x u y$, for some strings $x, y$. We say that $u$ is a subsequence of $v$, denoted $u \leq_{s} v$, if $u=a_{1} a_{2} \ldots a_{m}, a_{i} \in \Sigma$ and $v=v_{0} a_{1} v_{1} a_{2} \ldots a_{m} v_{m}$, for some strings $v_{i}, 0 \leq i \leq m$, over $\Sigma$. For some $A \subseteq \Sigma$ we define the morphism $\phi_{A}: \Sigma^{*} \rightarrow A^{*}$ as follows: $\phi_{A}\left(a_{i}\right)=a_{i}$, if $a_{i} \in A$ and $\phi_{A}\left(a_{i}\right)=\Lambda$ if $a_{i} \in \Sigma \backslash A$. For any $u \in \Sigma^{*}$, we denote $\left.u\right|_{A}=\phi_{A}(u)$. We say that the relative positions of letters from set $A \subseteq \Sigma$ are the same in strings $u, v \in \Sigma^{*}$ if and only if $\left.u\right|_{A}=\left.v\right|_{A}$.

Let $\Sigma_{n}=\{1,2, \ldots, n\}$ and let $\bar{\Sigma}_{n}=\{\overline{1}, \overline{2}, \ldots, \bar{n}\}$ be a signed copy of $\Sigma_{n}$. For any $i \in \Sigma_{n}$ we say that $i$ is a unsigned letter, while $\bar{i}$ is a signed letter. Let $\|\cdot\|$ be the morphism from $\left(\Sigma_{n} \cup \bar{\Sigma}_{n}\right)^{*}$ to $\Sigma_{n}^{*}$ that unsigns the letters: for all $a \in \Sigma_{n}$, $\|\bar{a}\|=\|a\|=a$. For a string $u$ over $\Sigma_{n} \cup \bar{\Sigma}_{n}, u=a_{1} a_{2} \ldots a_{m}, a_{i} \in \Sigma_{n} \cup \bar{\Sigma}_{n}$, for all $1 \leq i \leq m$, we denote its inversion by $\bar{u}=\bar{a}_{m} \ldots \bar{a}_{2} \bar{a}_{1}$, where $\overline{\bar{a}}=a$, for all $a \in \Sigma_{n}$.

Consider a bijective mapping (called permutation) $\pi: \Delta \rightarrow \Delta$ over an alphabet $\Delta=\left\{a_{1}, a_{2}, \ldots, a_{l}\right\}$ with the order relation $a_{i} \leq a_{j}$ for all $i \leq j$. We often identify $\pi$ with the string $\pi\left(a_{1}\right) \pi\left(a_{2}\right) \ldots \pi\left(a_{l}\right)$. The domain of $\pi$, denoted dom $(\pi)$, is $\Delta$. We say that $\pi$ is (cyclically) sorted if $\pi=a_{k} a_{k+1} \ldots a_{l} a_{1} a_{2} \ldots a_{k-1}$, for some $1 \leq k \leq l$.

A signed permutation over $\Delta$ is a string $\psi$ over $\Delta \cup \bar{\Delta}$ such that $\|\psi\|$ is a permutation over $\Delta$. We say that $\psi$ is (cyclically) sorted if $\psi=a_{k} a_{k+1} \ldots a_{l} a_{1} a_{2} \ldots$ $a_{k-1}$ or $\psi=\bar{a}_{k-1} \ldots \bar{a}_{2} \bar{a}_{1} \bar{a}_{l} \ldots \bar{a}_{k+1} \bar{a}_{k}$, for some $1 \leq k \leq l$. Equivalently, $\psi$ is sorted if either $\psi$, or $\bar{\psi}$ is a sorted unsigned permutation. In the former case we say that $\psi$ is sorted in the orthodox order, while in the latter case we say that $\psi$ is sorted in the inverted order.

## 3 The Intramolecular Model

Three molecular operations, Id, hi, dlad were conjectured in [9] and [27] for gene assembly. We only show here the folding and the recombinations taking place in each case, referring for more details to [5]. It is important to note that all foldings are aligned by pointers, some relatively short nucleotide sequences at the intersection of MDSs and IESs. The pointer at the end of an MDS $M$ coincides (as a nucleotide sequence) with the pointer in the beginning of the MDS following $M$ in the assembled gene.
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Fig. 1. Illustration of the Id, hi, dlad molecular operation showing in each case: (i) the folding, (ii) the recombination, and (iii) the result.

### 3.1 Simple Operations

Note that all three operations Id, hi, dlad are intramolecular, that is, a single molecule folds on itself to rearrange its coding blocks. Thus, since Id excises one circular molecule, that circular molecule can only contain noncoding blocks (or, in a special case, contain the entire gene, see [5] for details on boundary Id): we say that Id must always be simple in a successful assembly. As such, the effect of Id is that it combines two consecutive MDSs into a bigger composite MDS. E.g., consider that $M_{i} M_{i+1}$ is part of the molecule, i.e., MDS $M_{i+1}$ succeeds $M_{i}$ being separated by one IES $I$. Thus, pointer $i+1$ has two occurrences that flank $I$. Then Id makes a fold as in Fig. 1 aligned by pointer $i+1$, excises IES $I$ as a circular molecule and combines $M_{i}$ and $M_{i+1}$ into a longer coding block.

In the case of hi and dlad, the rearranged sequences may be arbitrarily large. E.g., the actin I gene in S.nova has the following sequence of MDSs: $M_{3} M_{4} M_{6} M_{5} M_{7} M_{9} \bar{M}_{2} M_{1} M_{8}$, where MDS $M_{2}$ is inverted. Here, pointer 3 has two occurrences: one in the beginning of $M_{3}$ and one, inverted, in the end of $M_{2}$. Thus, hi is applicable to this sequence with the hairpin aligned on pointer 3, even though five MDSs separate the two occurrences of pointer 3. Similarly, dlad is applicable to the MDS sequence $M_{2} M_{8} M_{6} M_{5} M_{1} M_{7} M_{3} M_{10} M_{9} M_{4}$, with the double loops aligned on pointers 3 and 5 . Here the first two occurrences of pointers 3,5 are separated by two MDSs $\left(M_{8}\right.$ and $\left.M_{6}\right)$ and their second occurrences are separated by four MDSs $\left(M_{3}, M_{10}, M_{9}, M_{4}\right)$.

As it turns out, all available experimental data is consistent with applications of so-called "simple" hi and dlad: particular instances of hi and dlad where the folds and thus, the rearranged sequences contain only one MDS. We define the simple operations in the following.


Fig. 2. The MDS/IES structures where the simple hi-rule is applicable. Between the two MDSs there is only one IES.


Fig. 3. The MDS/IES structures where the simple dlad-rule is applicable. Straight line denotes one IES.

An application of the hi-operation on pointer $p$ is simple if the part of the molecule that separates the two copies of $p$ in an inverted repeat contains only one MDS (and one IES). We have here two cases, depending on whether the first occurrence of $p$ is incoming or outgoing. The two possibilities are illustrated in Fig. 2, where the MDSs are indicated by rectangles and their flanking pointers are shown.

An application of dlad on pointers $p, q$ is simple if the sequence between the first occurrences of $p, q$ and the sequence between the second occurrences of $p, q$ consist of either one MDS or one IES. We have again two cases, depending on whether the first occurrence of $p$ is incoming or outgoing. The two possibilities are illustrated in Fig. 3.

One immediate property of simple operations is that they are not universal, i.e., there are sequences of MDSs that cannot be assembled by simple operations. One such example is the sequence $(\overline{2}, \bar{b})(4, e)(3,4)(2,3)$. Indeed, neither Id, nor simple hi, nor simple dlad is applicable to this sequence.

## 4 Gene Assembly as a Sorting of Signed Permutations

The gene structure of a ciliate can be represented as a signed permutation, denoting the sequence and orientation of each MDS, while omitting all IESs. E.g., the signed permutation associated to gene actin I in S.nova is $346579 \overline{2} 18$. The rearrangements made by ld, hi, dlad at the molecular level leading to bigger composite MDSs have a correspondent on permutations in combining two already sorted blocks into a longer sorted block. Assembling a gene is equivalent in terms of permutations to sorting the permutation associated to the micronuclear gene as detailed bellow.

When formalizing the gene assembly as a sorting of permutations we effectively ignore the operation Id observing that once such an operation becomes applicable to a gene pattern, it can be applied at any later step of the assembly, see [3] and [7] for a formal proof. In particular, we can assume that all Id operations are applied in the last stage of the assembly, once all MDSs are sorted in the correct order. In this way, the process of gene assembly can indeed be described as a process of sorting the associated signed permutation, i.e., arranging the MDSs in the proper order, be that orthodox or inverted.

The simple hi is formalized on permutations through operation sh. For each $p \geq 1$, $\mathrm{sh}_{p}$ is defined as follows:

$$
\begin{array}{ll}
\operatorname{sh}_{p}(x(p+1) \bar{p} y)=x \overline{(p+1)} \bar{p} y, & \operatorname{sh}_{p}(x \bar{p}(p-1) y)=x \bar{p} \overline{(p-1)} y, \\
\operatorname{sh}_{p}(x(p-1) \bar{p} y)=x(p-1) p y, & \operatorname{sh}_{p}(x \bar{p}(p+1) y)=x p(p+1) y,
\end{array}
$$

where $x, y$ are signed strings over $\Sigma_{n}$. We denote $\operatorname{Sh}=\left\{\operatorname{sh}_{i} \mid 1 \leq i \leq n\right\}$.
The simple dlad is formalized on permutations through operation sd. For each $p, 2 \leq p \leq n-1, \operatorname{sd}_{p}$ is defined as follows:

$$
\begin{aligned}
\operatorname{sd}_{p}(x p y(p-1)(p+1) z) & =x y(p-1) p(p+1) z \\
\operatorname{sd}_{p}(x(p-1)(p+1) y p z) & =x(p-1) p(p+1) y z
\end{aligned}
$$

where $x, y, z$ are signed strings over $\Sigma_{n}$. We also define $\operatorname{sd}_{\bar{p}}$ as follows:

$$
\begin{aligned}
\operatorname{sd}_{\bar{p}}(x(\overline{p+1})(\overline{p-1}) y \bar{p} z) & =x(\overline{p+1}) \bar{p}(\overline{p-1}) y z \\
\operatorname{sd}_{\bar{p}}(x \bar{p} y(\overline{p+1})(\overline{p-1}) z) & =x y(\overline{p+1}) \bar{p}(\overline{p-1}) z,
\end{aligned}
$$

where $x, y, z$ are signed strings over $\Sigma_{n}$. We denote $\operatorname{Sd}=\left\{\operatorname{sd}_{i}, \operatorname{sd}_{\bar{i}} \mid 1 \leq i \leq n\right\}$.
We say that a signed permutation $\pi$ over the set of integers $\Sigma_{n}$ is sortable if there are operations $\phi_{1}, \ldots, \phi_{k} \in \operatorname{Sh} \cup \operatorname{Sd}$ such that $\left(\phi_{1} \circ \ldots \circ \phi_{k}\right)(\pi)$ is a sorted permutation. In this case $\Phi=\phi_{1} \circ \ldots \circ \phi_{k}$ is a sorting strategy for $\pi$. Permutation $\pi$ is Sh-sortable if $\phi_{1}, \ldots, \phi_{k} \in$ Sh and $\pi$ is Sd-sortable if $\phi_{1}, \ldots, \phi_{k} \in \operatorname{Sd}$. We say that $\phi_{i}$ is part of $\Phi$ and also that $\phi_{i}$ is used in $\Phi$ before $\phi_{j}$ for all $1 \leq j<i \leq k$.

Example 1. (i) Permutation $\pi_{1}=3 \overline{4} \overline{5} 6 \overline{1} 2$ is sortable and a sorting strategy is $\operatorname{sh}_{1}\left(\operatorname{sh}_{5}\left(\operatorname{sh}_{4}\left(\pi_{1}\right)\right)\right)=345612$. Permutation $\pi_{1}^{\prime}=3456 \overline{1} \overline{2}$ is unsortable. Indeed, no sh operations and no sd operation is applicable to $\pi_{1}^{\prime}$.
(ii) Permutation $\pi_{2}=1342 \overline{5}$ is sortable and has only one sorting strategy: $\operatorname{sh}_{5}\left(\operatorname{sd}_{2}\left(\pi_{2}\right)\right)=12345$.
(iii) There exist permutations with several successful strategies, even leading to different sorted permutations. One such permutation is $\pi_{3}=35124$. Indeed, $\operatorname{sd}_{3}\left(\pi_{3}\right)=51234$. At the same time, $\operatorname{sd}_{4}\left(\pi_{3}\right)=34512$.
(iv) The simple operations yield a nondeterministic process: there are permutations having both successful and unsuccessful sorting strategies. One such permutation is $\pi_{4}=135792468$. Note that $\operatorname{sd}_{3}\left(\operatorname{sd}_{5}\left(\operatorname{sd}_{7}\left(\pi_{4}\right)\right)\right)=$ 192345678 is a unsortable permutation. However, $\pi_{4}$ can be sorted, e.g., by the following strategy: $\operatorname{sd}_{2}\left(\operatorname{sd}_{4}\left(\operatorname{sd}_{6}\left(\operatorname{sd}_{8}\left(\pi_{4}\right)\right)\right)\right)=123456789$.
(v) Permutation $\pi_{5}=13524$ has both successful and unsuccessful sorting strategies. Indeed, $\operatorname{sd}_{3}\left(\pi_{5}\right)=15234$, a unsortable permutation. However, $\operatorname{sd}_{2}\left(\operatorname{sd}_{4}\left(\pi_{5}\right)\right)=12345$ is sorted.
(vi) Applying a cyclic shift to a permutation may render it unsortable. Indeed, permutation 21435 is sortable, while 52143 is not.
(vii) Consider the signed permutation $\pi_{7}=11139572413615810121416$. Operation sd may be applied to $\pi_{7}$ on integers $3,6,9,11,13$, and 15 . Doing that however leads to a unsortable permutation:

$$
\operatorname{sd}_{3}\left(\operatorname{sd}_{6}\left(\operatorname{sd}_{9}\left(\operatorname{sd}_{11}\left(\operatorname{sd}_{13}\left(\operatorname{sd}_{15}\left(\pi_{7}\right)\right)\right)\right)\right)\right)=15672348910111213141516
$$

However, omitting $\operatorname{sd}_{3}$ from the above composition leads to a sorting strategy for $\pi_{7}$ : let

$$
\pi_{7}^{\prime}=\operatorname{sd}_{6}\left(\operatorname{sd}_{9}\left(\operatorname{sd}_{11}\left(\operatorname{sd}_{13}\left(\operatorname{sd}_{15}\left(\pi_{7}\right)\right)\right)\right)\right)=13567248910111213141516
$$

Then $\operatorname{sd}_{2}\left(\operatorname{sd}_{4}\left(\pi_{7}^{\prime}\right)\right)$ is a sorted permutation.
Lemma 1. Let $\pi$ be a signed permutation over $\Sigma_{n}$ and $i \in \Sigma_{n} \cup \overline{\Sigma_{n}}$. Then we have the following properties:
(i) If $\mathrm{sd}_{i}$ is applicable to $\pi$, then $\mathrm{sd}_{\bar{i}}$ is applicable to $\bar{\pi}$ and $\overline{\operatorname{sd}_{i}(\pi)}=\operatorname{sd}_{\bar{i}}(\bar{\pi})$.
(ii) If $\mathrm{sh}_{i}$, where $i$ is unsigned, is applicable to $\pi$, then $\mathrm{sh}_{i-1}$ or $\mathrm{sh}_{i+1}$ is applicable to $\bar{\pi}$ and $\overline{\operatorname{sh}_{i}(\pi)}=\operatorname{sh}_{i-1}(\bar{\pi})$ or $\overline{\mathrm{sh}_{i}(\pi)}=\operatorname{sh}_{i+1}(\bar{\pi})$.

## 5 Sh-Sortable Permutations

We characterize in this section all signed permutations that can be sorted using only the Sh operations. As it turns out, their form is easy to describe since the Sh operations do not change the relative positions of the letters in the permutation.

The following result characterizes all Sh-sortable signed permutations.
Theorem 1. A signed permutation $\pi=p_{1} \ldots p_{n}, p_{i} \in \Sigma_{n} \cup \overline{\Sigma_{n}}$, is sh-sortable if and only if
(i) $\|\pi\|=k(k+1) \ldots n 1 \ldots(k-1)$, for some $1 \leq k \leq n$ and there are $i, j$,
$1 \leq i \leq k-1, k \leq j \leq n$ such that $p_{i}$ and $p_{j}$ are unsigned letters, or
(ii) $\|\pi\|=(k-1) \ldots 1 n \ldots(k+1) k$, for some $1 \leq k \leq n$ and there are $i, j$, $1 \leq i \leq k-1, k \leq j \leq n$ such that $p_{i}$ and $p_{j}$ are signed letters.

In Case (i), $\pi$ sorts to $k(k+1) \ldots n 1 \ldots(k-1)$, while in Case (ii), $\pi$ sorts to $(\overline{k-1}) \ldots \overline{1} \bar{n} \ldots(\overline{k+1}) \bar{k}$.

Example 2. (i) Permutation $\pi_{1}=\overline{5} \overline{6} 7 \overline{8} \overline{1} 2 \overline{3} \overline{4}$ is Sh sortable and an Sh-sorting for $\pi_{1}$ is $\operatorname{sh}_{4}\left(\operatorname{sh}_{3}\left(\operatorname{sh}_{1}\left(\operatorname{sh}_{8}\left(\operatorname{sh}_{5}\left(\operatorname{sh}_{6}\left(\pi_{1}\right)\right)\right)\right)\right)\right)=56781234$. Note that $\operatorname{sh}_{5}$ can be applied only after $\mathrm{sh}_{6}$ and also, $\mathrm{sh}_{4}$ can be applied only after $\mathrm{sh}_{3}$.
(ii) Permutation $\pi_{2}=\overline{5} \overline{6} 7 \overline{8} \overline{1} \overline{2} \overline{3} \overline{4}$ is unsortable, since we cannot unsign 1, 2, 3 and 4.

## 6 Sd-Sortable Permutations

We characterize in this section the Sd-sortable permutations. A crucial role in our result is played by the dependency graph of a signed permutation.

### 6.1 The Dependency Graph

This is in general a directed graph with self-loops: there may be edges from a node to itself. The dependency graph describes for a permutation $\pi$ the order in which Sd-operations can be applied to $\pi$.

For a permutation $\pi$ over $\Sigma_{n}$ we define its dependency graph as the directed graph $G_{\pi}=\left(\Sigma_{n}, E\right)$, where $(i, j) \in E, 1 \leq i \leq n, 2 \leq j \leq n-1$, if and only if $(j-1) i(j+1) \leq_{s} \pi$. Also, if $(j+1)(j-1) \leq_{s} \pi$, then $(j, j) \in E$. Intuitively, the edge $(i, j)$ represents that the rule $\mathrm{sd}_{j}$ may be applied in a sorting strategy for $\pi$ only after rule $\mathrm{sd}_{i}$ has been applied. A loop $(i, i)$ represents that $\mathrm{sd}_{i}$ can never be used in a sorting strategy for $\pi$. Note that $G_{\pi}$ may also have a loop on node $i$ if $(i-1) i(i+1) \leq_{s} \pi$.

Example 3. (i) The graph associated to permutation $\pi_{1}=1436572$ is shown in Fig. 4(a). It can be seen, e.g., that $\mathrm{sd}_{3}$ can never be applied in a sorting strategy for $\pi$ and because of edge $(3,5)$, neither can $\mathrm{sd}_{5}$. Also, the graph suggests that $\mathrm{sd}_{6}$ should be applied before $\mathrm{sd}_{4}$ and this one before $\mathrm{sd}_{2}$. Indeed, $\operatorname{sd}_{2}\left(\operatorname{sd}_{4}\left(\operatorname{sd}_{6}(\pi)\right)\right)=1234567$.
(ii) The graph associated to permutation $\pi_{2}=14325$ is shown in Fig. 4(b). Thus, the graph has a cycle with nodes 2 and 4 . Indeed, to apply $\mathrm{sd}_{2}$ in a strategy for $\pi_{2}, \mathrm{sd}_{4}$ should be applied first and the other way around.


Fig. 4. Dependency graphs (a) associated to $\pi_{1}=1436572$ and (b) associated to $\pi_{2}=14325$.

Lemma 2. Let $\pi$ be a unsigned permutation over $\Sigma_{n}$ and $G_{\pi}=\left(\Sigma_{n}, E\right)$ its dependency graph.
(i) There exists no sorting strategy $\Phi$ for $\pi$ such that $\mathbf{s d}_{i}$ and $\mathbf{s d}_{i+1}$ are both used in $\Phi$, for some $1 \leq i \leq n-1$.
(ii) If $\operatorname{sd}_{j}$ is used in a sorting strategy for $\pi$ and $(i, j) \in E$, for some $i, j \in \Sigma_{n}$, then $\mathrm{sd}_{i}$ is also used, before $\mathrm{sd}_{j}$, in the same sorting strategy.
(iii) If there is a path from $i$ to $j$ in $G_{\pi}$, then in any strategy where $\operatorname{sd}_{j}$ is used, $\operatorname{sd}_{i}$ is also used, before $\mathrm{sd}_{j}$.
(iv) If $G_{\pi}$ has a cycle containing $i \in \Sigma_{n}$, then $\mathrm{sd}_{i}$ cannot be applied in any sorting strategy of $\pi$.
(v) There is no strategy where $\operatorname{sd}_{1}$ and $\operatorname{sd}_{n}$ can be applied.

### 6.2 The Characterization

We characterize in this subsection the Sd-sortable permutations. We first give an example.

Example 4. Consider the dependency graph $G_{\pi}$ for $\pi=11139572413615810$ 121416 , shown in Fig. 5. Based on Lemma 2 and $G_{\pi}$ we build a sorting strategy $\Phi$ for $\pi$. We label all nodes $i$ for which $\operatorname{sd}_{i}$ is used in $\Phi$ by $M$ and the other nodes by $U$. Nodes labelled by $M$ are shown with a white background in Fig. 5, while nodes labelled by $U$ are shown with black one.

By Lemma 2(iv)(v) operations $\operatorname{sd}_{1}, \operatorname{sd}_{8}, \operatorname{sd}_{10}$ and $\operatorname{sd}_{16}$ cannot be applied in any strategy of $\pi$. Thus, $1,8,10,16 \in U$. Now, to apply operation $\mathrm{sd}_{2}$, since we have edge $(11,2)$ in the dependency graph $G_{\pi}$, it follows by Lemma 2(ii) that $\operatorname{sd}_{11}$ must be applied in the same strategy as $\mathrm{sd}_{2}$. Thus, $2,11 \in M$. According to Lemma 2(i) we cannot apply $\mathrm{sd}_{2}$ and $\mathrm{sd}_{3}$ in the same strategy, thus we label 3


Fig. 5. The dependency graph associated to $\pi=11139572413615810121416$.
by $U$. To use $\operatorname{sd}_{4}$, since edge $(9,4)$ is present in the dependency graph, we need to label both 4 and 9 by $M$. It follows then by Lemma $2(\mathrm{i})$ that $5 \in U$. Then 6 can be labelled by $M$ and then, necessarily, $7 \in U$. Note now, that if $12 \in M$, since $(3,12)$ is an edge in $G_{\pi}$, then by Lemma 2 (ii), $3 \in M$, which contradicts our labelling of 3 . Thus, $12 \in U$. Then 13 can be labelled by $M$ and necessarily, $14 \in U$. Also, 15 can now be labelled by $M$.

In this way we obtain $M=\{2,4,6,9,11,13,15\}$ and $U=\{1,3,5,7,8,10,12$, $14,16\}$. Note that, since elements in $U$ do not change their relative positions in the strategy $\Phi$ we are building, $\left.\pi\right|_{U}$ has to be sorted: $\left.\pi\right|_{U}=1357810121416$.

Our strategy $\Phi$ is now a composition of operations $\operatorname{sd}_{i}$, with $i \in M$. The dependency graph shows the order in which these operations must be applied, i.e., $\mathrm{sd}_{2}$ can be applied only after $\mathrm{sd}_{11}$ and $\mathrm{sd}_{4}$ can be applied only after $\mathrm{sd}_{9}$. In this way, we can sort $\pi$ by applying the following sorting strategy:

$$
\left(\operatorname{sd}_{2} \circ \operatorname{sd}_{4} \circ \operatorname{sd}_{7} \circ \operatorname{sd}_{15} \circ \operatorname{sd}_{13} \circ \operatorname{sd}_{11} \circ \operatorname{sd}_{9}\right)(\pi)=12345678910111213141516 .
$$

Clearly, our choice of $M$ and $U$ is not unique. For instance, we may have $M=$ $\{2,4,7,9,11,13,15\}$ and $U=\{1,3,5,6,8,10,12,14,16\}$ as shown in Fig. 6. The strategy will be in this case $\mathrm{sd}_{2} \circ \mathrm{sd}_{4} \circ \mathrm{sd}_{6} \circ \mathrm{sd}_{15} \circ \mathrm{sd}_{13} \circ \mathrm{sd}_{11} \circ \mathrm{sd}_{9}$.

The following result characterizes all Sd-sortable permutations.
Theorem 2. Let $\pi$ be a unsigned permutation. Then $\pi$ is Sd -sortable if and only if there exists a partition $\{1,2, \ldots, n\}=M \cup U$, such that the following conditions are satisfied:
(i) $\left.\pi\right|_{U}$ is sorted;
(ii) Nodes of $M$ induce an acyclic dependency subgraph;
(iii) If $k \rightarrow l$ is a dependency of $\pi$ and $l \in M$, then $k \in M$;


Fig. 6. The dependency graph associated to $\pi=11139572413615810121416$.
(iv) For any $k \in M,(k-1)(k+1) \leq_{s} \pi$;
(v) For any $k \in M,(k-1),(k+1) \in U$.

Example 5. Consider permutation $\pi=138105729114612$. Its dependency graph is shown in Fig. 7. Based only on this graph and using Theorem 2 we deduce a sorting strategy for $\pi$.


Fig. 7. The dependency graph associated to $\pi=138105729114612$.

It follows from Theorem 2(ii) that $7,11 \in U$. Then it follows from Theorem 2(iii) that $3 \in U$ and from Theorem $2(\mathrm{v})$ that $1,12 \in U$. Since $1,3 \in U$, it follows from Theorem $2(\mathrm{i})$ that $2 \in M$. Also, since $3,7,11 \in U$, it follows from Theorem 2(i) that $4,6,8,10 \in M$ and so, by Theorem $2(\mathrm{v}), 5,9 \in U$. We have now a complete labelling of $G_{\pi}$ :

$$
M=\{2,4,6,8,10\}, U=\{1,3,5,7,9,11,12\}
$$

Permutation $\pi$ may be sorted now by a composition of operations $\operatorname{sd}_{i}$ with $i \in M$.

The dependency graph imposes the following order of operations: $\mathrm{sd}_{4}$ after $\mathrm{sd}_{8}$ and $\mathrm{sd}_{10}, \mathrm{sd}_{8}$ after $\mathrm{sd}_{2}$. The other operations can be applied in any order. For instance, we can sort $\pi$ in the following way:

$$
\left(\mathrm{sd}_{4} \circ \mathrm{sd}_{8} \circ \mathrm{sd}_{2} \circ \mathrm{sd}_{10} \circ \mathrm{sd}_{6}\right)(\pi)=123456789101112
$$

but also,

$$
\left(\operatorname{sd}_{6} \circ \operatorname{sd}_{4} \circ \operatorname{sd}_{8} \circ \operatorname{sd}_{2} \circ \operatorname{sd}_{10}\right)(\pi)==123456789101112 .
$$

## 7 \{Sd, Sh\}-Sortable Permutations

We characterize in this section all signed permutations that can be sorted using our operations. First we give some examples.

Example 6. (i) Signed permutations $\pi_{1}=214 \overline{3} 5$ and $\pi_{2}=15 \overline{2} 436$ are not $\{\mathrm{Sd}, \mathrm{Sh}\}$-sortable. Indeed, just sh $\mathrm{sh}_{3}$ can be applied to $\pi_{1}$, but it does not sort it, and no operation can be applied to $\pi_{2}$.
(ii) Signed permutations $\pi_{3}=92 \overline{10} \overline{11} 1537 \overline{4} 68$ and $\pi_{4}=54 \overline{3} \overline{8} 21 \overline{9} 7 \overline{6}$ are \{Sd, Sh \}-sortable:

$$
\left(\operatorname{sh}_{11} \circ \operatorname{sh}_{10} \circ \operatorname{sd}_{2} \circ \operatorname{sd}_{5} \circ \operatorname{sh}_{4} \circ \operatorname{sd}_{7}\right)\left(\pi_{3}\right)=9101112345678
$$

and

$$
\left(\mathrm{sh}_{4} \circ \mathrm{sh}_{2} \circ \mathrm{sh}_{3} \circ \operatorname{sh}_{3} \circ \operatorname{sd}_{\overline{8}} \circ \mathrm{sh}_{6}\right)\left(\pi_{4}\right)=\overline{5} \overline{4} \overline{3} \overline{2} \overline{1} \overline{9} \overline{8} \overline{7} \overline{6} .
$$

Theorem 3. No permutation $\pi$ can be sorted both to an orthodox permutation and to an inverted one.

The following result gives a duality property of sorting signed permutations.
Lemma 3. A signed permutation $\pi$ is sortable to an orthodox permutation $\pi_{o}$ if and only if its inversion $\bar{\pi}$ is sortable to the inverted permutation $\overline{\pi_{o}}$.

The following result is an immediate consequence of Theorem 3 and of Lemma 3.

Corollary 1. A permutation $\pi$ is sortable if and only if either $\pi$ or $\bar{\pi}$ is sortable to an orthodox permutation.

Consider in the following only permutations $\pi$ that are sortable to an orthodox form. Let $H$ be the set of all signed letters in $\pi$ and let $\Phi_{H}$ be a composition of sh-operations applied on all integers in $H$. Let $D \subseteq\{1,2, \ldots, n\} \backslash H$ and $\Phi_{D}$ a composition of sd-operations applied on all integers in $D$. The dependency graph $\Gamma_{\pi, \Phi_{H}, \Phi_{D}}$ (or just $\Gamma_{\Phi_{H}, \Phi_{D}}$ when there is no risk of confusion) generated by $\Phi_{H}$, $\Phi_{D}$ is the following:

- If $j \in D\left(\operatorname{sd}_{j}\right.$ is in $\left.\Phi_{D}\right)$ and $(j-1) i(j+1) \leq_{s}\|\pi\|$, then edge $(\|i\|, j) \in \Gamma_{\Phi_{H}, \Phi_{D}}$. Also, if $(j-1) \in H$, then edge $(j-1, j) \in \Gamma_{\Phi_{H}, \Phi_{D}}$ and if $j+1 \in H$, then edge $(j+1, j) \in \Gamma_{\Phi_{H}, \Phi_{D}}$.
- If $i \in H\left(\mathrm{sh}_{i}\right.$ is in $\left.\Phi_{H}\right)$, then we have the following two cases:
- If $\mathrm{sh}_{i}$ is of the form $(i-1) \bar{i} \rightarrow(i-1) i$, then $(i-1) i \leq_{s}\|\pi\|$. For any $j$, if $(i-1) j i \leq_{s}\|\pi\|$, then $(\|j\|, i) \in \Gamma_{\Phi_{H}, \Phi_{D}}$;
- If $\operatorname{sh}_{i}$ is of the form $\bar{i}(i+1) \rightarrow i(i+1)$, then $i(i+1) \leq_{s}\|\pi\|$. For any $j$, if $i j(i+1) \leq_{s}\|\pi\|$, then $(\|j\|, i) \in \Gamma_{\Phi_{H}, \Phi_{D}}$.

Example 7. Consider $\pi=681019 \overline{3} 742 \overline{5}$. Clearly, $H=\{3,5\}$. Assume we apply Sd operations on 2,7 and 9 , thus $D=\{2,7,9\}$. Let us build the dependency graph $G=\Gamma_{\pi, \Phi_{H}, \Phi_{D}}$, shown in Fig. 8.

We mark by dashed the nodes in $H$, by white the nodes in $D$ and we mark by black the rest of vertices. For each vertex $i$ from $G$ we have the following edges $(j, i)$ :

- Node 1: we do not have edges $(j, 1)$, since $1 \notin H$ and $1 \notin D$;
- Node 2: $2 \in D, 3 \in H$, thus $(3,2) \in G$. Since $193 \leq_{s} \pi$, we have also $(9,2) \in G$;
- Node 3: $3 \in H, 374 \leq_{s}\|\pi\|$, thus $(7,3) \in G$;
- Node 4: $4 \notin H$ and $4 \notin D$, thus we have no edges $(j, 4)$;
- Node 5: $5 \in H$ and $425 \leq_{s}\|\pi\|$, thus $(2,5) \in G$;
- Node 6: $6 \notin H$ and $6 \notin D$, thus we have no edges $(j, 6)$;
- Node 7: $7 \in D, 68 \leq \pi$, thus we have no edges $(j, 7)$;
- Node 8: $8 \notin H$ and $8 \notin D$, thus we have no edges $(j, 8)$;
- Node 9: $9 \in D, 810 \leq \pi$, thus we have no edges $(j, 9)$;
- Node 10: $10 \notin H$ and $10 \notin D$, thus we have no edges $(j, 10)$.

(6)

Fig. 8. The dependency graph associated to $\pi=681019 \overline{3} 742 \overline{5}$.

Lemma 4. Let $\pi$ be an $\operatorname{Sh} \cup$ Sd-sortable permutation over $\Sigma_{n}$ and $\Phi$ a sorting strategy for $\pi$. Let $\Gamma_{\Phi}$ be the dependency graph associated to $\pi$ and $\Phi$. Let $\phi_{i}=\operatorname{sd}_{i}$ if $i$ is unsigned in $\pi$ and $\phi_{i}=\mathrm{sh}_{i}$ if $i$ is signed in $\pi$, for $i \in \Sigma_{n}$. Then we have the following properties:
(i) If there is a path from $i$ to $j$ in $\Gamma_{\Phi}$ and $\Phi_{j}$ is used in $\Phi$, then $\phi_{i}$ is applied before $\phi_{j}$ in strategy $\Phi$.
(ii) The dependency graph $\Gamma_{\Phi}$ is acyclic.

The following theorem gives the main result of this section.
Theorem 4. A permutation $\pi$ is $\{\mathrm{Sh}, \mathrm{Sd}\}$-sortable to an orthodox form if and only if there is a partition $\{1,2, \ldots, n\}=D \cup H \cup U$ such that the following conditions are satisfied:
(i) $H$ is the set of all signed letters in $\pi$;
(ii) $H$ sorts $\left.\pi\right|_{H \cup U}$ to an orthodox form with a strategy $\Phi_{H}$;
(iii) $D$ sorts $\|\pi\|$ with a strategy $\Phi_{D}$;
(iv) The subgraph of $\Gamma_{\Phi_{H}, \Phi_{D}}$ induced by $H \cup D$ is acyclic.

Example 8. Let $\pi=\overline{2} 43 \overline{5} 61$. We build a sorting strategy for $\pi$ based on Theorem 4. Consider $H=\{2,5\}$. Clearly, $\|\pi\|=243561$ is sorted by applying sd ${ }_{4}$. Then let $D=\{4\}$ and $U=\{1,3,6\}$. We verify now conditions of Theorem 4. Consider $\left.\pi\right|_{H \cup U}=\overline{2} 3 \overline{5} 61$. Then $\operatorname{sh}_{2}\left(\operatorname{sh}_{5}\left(\left.\pi\right|_{H \cup U}\right)\right)=23561$, a (circularly) sorted string. The graph $\Gamma_{\mathrm{sh}_{2} \circ \text { sh }_{5}, \text { sd }_{4}}$ is shown in Fig. 9, where nodes in $H$ are marked by dashed, nodes in $D$ are marked by white and nodes in $U$ are marked by black. Clearly, $H \cup D$ induces an acyclic subgraph in $\Gamma_{\mathrm{sh}_{2} \circ \mathrm{sh}_{5}, \mathrm{sd}_{4}}$. Thus, by Theorem $4, \pi$ is sortable and a sorting strategy should be obtained by combining $\mathrm{sh}_{2} \circ \mathrm{sh}_{5}$ and $\mathrm{sd}_{4}$ as indicated by the graph. Since $(4,2)$ is an edge in the graph, it follows that $\mathrm{sd}_{4}$ must be applied before $\mathrm{sh}_{2}$. Also, since $(5,4)$ is an edge, it follows that $\mathrm{sh}_{5}$ must be applied before $\mathrm{sd}_{4}$. Consequently, $\mathrm{sh}_{2} \circ \mathrm{sd}_{4} \circ \mathrm{sh}_{5}$ must be a sorting strategy for $\pi$. Indeed, $\operatorname{sh}_{2}\left(\operatorname{sd}_{4}\left(\operatorname{sh}_{5}(\pi)\right)\right)=234561$, a (circularly) sorted permutation.


Fig. 9. The dependency graph associated to $\pi=\overline{2} 43 \overline{5} 61$.

Example 9. Let $\pi=21437 \overline{5} 968 \overline{10} 11$. We build a sorting strategy for $\pi$ based on Theorem 4. Clearly, $H=\{5,10\}$. The unsigned permutation $\|\pi\|=$ 2143759681011 can be sorted by $\operatorname{sd}_{2} \circ \operatorname{sd}_{4} \circ \operatorname{sd}_{9} \circ \operatorname{sd}_{7}$, thus $D=\{2,4,7,9\}$. Set $U=\{1,3,6,8,11\}$. The dependency graph $G$ associated to $\pi$ and $H \cup U$ is shown in Fig. 10. Clearly, permutation $\left.\pi\right|_{H \cup U}=13 \overline{5} 68 \overline{10} 11$ can be sorted to cyclically sorted permutation 135681011 by applying sh ${ }_{5}$ and sh $_{10}$. Also, $H \cup D$ induces an acyclic subgraph in $G$. It follows then that $\pi$ is sortable. Indeed, a sorting strategy, as suggested by $G$, is $\mathrm{sd}_{2} \circ \mathrm{sd}_{4} \circ \mathrm{sd}_{7} \circ \mathrm{sh}_{5} \circ \mathrm{sd}_{9} \circ \mathrm{sh}_{10}$. Another sorting strategy is $\mathrm{sd}_{2} \circ \mathrm{sd}_{4} \circ \mathrm{sh}_{5} \circ \mathrm{sd}_{9} \circ \mathrm{sd}_{7} \circ \mathrm{sh}_{10}$.
(1) (1)

(3)
(6)

Fig. 10. The dependency graph associated to $\pi=21437 \overline{5} 968 \overline{10} 11$.

## 8 Discussion

We consider in this paper a mathematical model for the so called simple operations for gene assembly in ciliates. The model we consider here is in terms of signed permutations, but the model can also be expressed in terms of signed double-occurrence strings, see [14].

Modelling in terms of signed permutations is possible by ignoring the molecular operation Ld that combines two consecutive gene blocks into a bigger block. In this way, the process of combining the sequence of successive coding blocks into one assembled gene becomes the process of sorting the initial sequence of blocks.

It is important to note now that in the molecular model we discus in this paper, each operation affects one single gene block that gets incorporated into a bigger block together with one (in case of Sh) or two (in case of Sd) other blocks. In our mathematical model however, a gene block that was already assembled from several initial blocks is represented as a sorted substring. For that reason, although the molecular operations only displace one block, our model should
allow the moving of longer sorted substrings. A mathematical theory in this sense looks challenging. We consider in this paper the simplified variant where our formal operations can only move one block (one letter of the alphabet) at a time. Note however that the general case may in fact be reduced to this simpler variant in the following way: in each step of the sorting, we map our alphabet into a smaller one by denoting each sorted substring by a single letter such that the new string has no sorted substrings of length at least two (this mimics of course the molecular operation Ld).

Deciding whether a given permutation is $\operatorname{Sh} \cup S d$-sortable is of course trivial: simply test all possible sorting strategies. The problem of doing this efficiently, perhaps based on Theorems 2 and 4 remains open.
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