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Abstract— A means to construct dense, full-diversity STBCs
from maximal orders in central simple algebras is introduced
for the first time. As an example we construct an efficient ST
lattice code with non-vanishing determinant for four transmit
antenna MISO application. Also a general algorithm for testing
the maximality of a given order is presented. By using a maximal
order instead of just the ring of algebraic integers, the size of the
code increases without losses in the minimum determinant. The
usage of a proper ideal of a maximal order further improves
the code, as the minimum determinant increases. Simulations
in a quasi-static Rayleigh fading channel show that our lattice
outperforms the DAST-lattice due to the properties described
above.

I. I NTRODUCTION

We are interested in the coherent multiple input-single
output (MISO) case where the receiver perfectly knows the
channel coefficients. The received signal is

y1×n = h1×kXk×n + n1×n,

whereX is the transmitted codeword taken from the Space-
Time Block Code (STBC)C, h is the Rayleigh fading channel
response and the components of the noise vectorn are i.i.d.
complex Gaussian random variables.

A lattice is a discrete finitely generated free Abelian sub-
groupL of a real or complex finite dimensional vector space
V, called the ambient space. In the space-time setting a natural
ambient space is the spaceMn(C) of complexn×n-matrices.
The receiver, however, (recall that we work in the MISO
setting) sees vector lattices instead of matrix lattices. When
the channel state ish, the receiver expects to see the lattice
hL.

From the pairwise error probability (PEP) point of view, it
is well-known that the performance of a space-time code is
dependent on two parameters:diversity gainandcoding gain.
Diversity gain is the minimum of the rank of the difference
matrixX−X′ taken over all distinct code matricesX,X′ ∈ C,
also called therank of the codeC. WhenC is full-rank, the
coding gain is proportional to the determinant of the matrix
(X−X′)(X−X′)H , whereH denotes the Hermitian transpose.
The minimum of this determinant taken over all distinct code
matrices is called theminimum determinantof the codeC.

When a code is a subset of a latticeL in the ambient space
Mn(C), the rank criterion states that any non-zero matrix

in L must be invertible. This follows from the fact that the
difference of any two matrices fromL is again inL.

It is widely known how the so calledAlamouti design
represents multiplication in the ring of quaternions. As the
quaternions form a division algebra, such matrices must be
invertible, i.e. the resulting STBC meets the rank criterion.
Matrix representations of other division algebras have been
proposed as STBC codes at least in [1],[2],[3],[4], and (though
without explicitly saying so) [5]. The most recent work ([3],[4]
and [5]) has concentrated on adding multiplexing gain (i.e.
MIMO applications) and/or combining it with a good min-
imum determinant. We do not seek any multiplexing gains,
but want to improve upon e.g. the DAST-lattices introduced
in [2] by using not only non-commutative division algebras,
but the maximal orders within them. The usage of division
algebras has been of the utmost interest in the recent study, as
they naturally produce families of linear, full-rank codes. By
choosing the elements in the code matrices from a maximal
order instead of just picking them from the ring of algebraic
integers – albeit in some cases these may collapse – the size
of the code can be increased without losses in the minimum
determinant. By further requiring the elements to belong to
a proper ideal of a maximal order the minimum determinant
increases and hence, after scaling, denser lattices are produced.

II. L ATTICE CONSTRUCTION

The set {a1 + a2i + a3j + a4k| ai ∈ R ∀i}, where
i2 = j2 = k2 = −1, ij = k, is recalled as the ring of
Hamiltonian quaternions. We shall use extension rings of the
Gaussian integersG = {a + bi|a, b ∈ Z} inside a given
division algebra as they nicely fit with the popular 16-QAM
and QPSK alphabets. Letξ = eπi/4 = (1 + i)/

√
2 be a

primitive 8th root of unity. Our main example is the division
algebraH = Q(ξ) ⊕ Q(ξ)j. As zj = jz∗ for all complex
numbersz, and as the fieldQ(ξ) is stable under the usual
complex conjugation(∗), the setH is a subskewfield of the
quaternions.

As always, multiplication from the left by a non-zero
element of the division algebraA is an invertibleQ(i)-linear
mapping withQ(i) acting from the right. Therefore its matrix
with respect to a chosenQ(i)-basisB of A is also invertible.
The division algebraH has the setBH = {1, ξ, j, jξ} as a



naturalQ(i)-basis. Thus we immediately arrive (see also [1])
at the following matrix representation of the division algebra
H.

Proposition 2.1:Let the variablesc1, c2, c3, c4 range over
all the elements ofQ(i). The division algebraH can be
identified via an isomorphismφ with the following ring of
matricesH =M = M(c1, c2, c3, c4) =


c1 ic2 −c∗3 −c∗4
c2 c1 ic∗4 −c∗3
c3 ic4 c∗1 c∗2
c4 c3 −ic∗2 c∗1


 .

In particular the determinants of these matrices are non-zero
whenever at least one of the coefficientsc1, c2, c3, c4 is non-
zero.

In order to get STBC-lattices and useful bounds for the
minimum determinant we need to identify suitable subrings
R of the algebraH. We shall do this by placing certain
restrictions for the elementsc1, c2, c3, c4. Later on, in section
III, we shall show that one of these restrictions produces a
maximal order.

TheG-module spanned by our earlier basisBH is a ringL
of the required type. We call this ring the ring of Lipschitz’
integers ofH. The ringφ(L) consists of those matrices ofH
that have all the coefficientsc1, c2, c3, c4 ∈ G. However,L is
not maximal among the rings satisfying our requirements. The
ring of Hurwitz’ integral quaternions also has an extension of
the prescribed type insideH. This ring, denoted byH, is the
right G-module generated by the basisBHur = {ρ, ρξ, j, jξ},
whereρ = (1 + i + j + k)/2. For future use we express the
ring H in terms of the basisBH of Proposition 2.1. It is not
difficult to show that the quaternionq = c1 + ξc2 + jc3 + jξc4

is an element ofH, if and only if the coefficientsct, t =
1, 2, 3, 4 satisfy the requirements(1 + i)ct ∈ G for all t and
c1 + c3, c2 + c4 ∈ G. As the ideal generated by1 + i is of
index two inG, we see thatL is an additive subgroup of index
four in H. We summarize these findings in Proposition 2.2.
The bound on the minimum determinant is a consequence of
the fact that all the elements ofG have norm at least 1.

Proposition 2.2:The following rings of matrices form
STBC-lattices of minimum determinant 1.

LL = {M(c1, c2, c3, c4)|c1, c2, c3, c4 ∈ G} ,

LH = {M(c1, c2, c3, c4)|c1, c2, c3, c4 ∈
1 + i

2
G,

c1 + c3 ∈ G, c2 + c4 ∈ G}.
Remark 2.1:The latticeLL is a more developed case from

the so-calledquasi-orthogonalSTBC suggested e.g. in [6].
The matrix ofLL can be found as an example also in [3], but
no optimization has been done there by using, for example,
maximal orders as we shall do here.

A drawback of the latticeLL is that in the ambient space
of the transmitter it is isometric to the rectangular latticeZ8.
The rectangular shape does carry the advantage that the sets
of information carrying coefficients of the basic matrices are

simple and all identical (this is useful in e.g. sphere decoding),
but this shape is very wasteful in terms of transmission power.
Geometrically denser sublattices ofZ8, e.g. the diamond
lattice E8 are well known (cf. e.g. [7]). However, we must
be careful when picking the copies of the sublattices, as it is
the minimum determinant we want to keep an eye on.

The units of the ringLL are exactly the non-zero matrices,
whose determinants have the minimal absolute value one. Thus
an intuitive way to find a sublattice with a better minimum
determinant is to take the latticeφ(I), whereI ⊂ R is a proper
ideal. This idea has appeared in [1] and [4]. Even earlier, ideals
of rings of algebraic integers were used in [8] to produce dense
lattices.

The diamond latticeE8 can be described in terms of the
Gaussian integers as follows (cf. [9]):

E8 =
1

1 + i
{(c1, c2, c3, c4) ∈ G4|c1 + I = ct + I,

t = 2, 3, 4,
4∑

t=1

ct ∈ 2G}.

By our identification of quadruples(c1, c2, c3, c4) ∈ G4 and
elements ofH it is readily verified thatΛ = (1 + i)E8 has
{2, (1 + i) + (1 + i)ξ, (1 + i)ξ + (1 + i)j, 1 + ξ + j + jξ} ⊆ L
as aG-basis, whence the set{1 + i, 1 + ξ, ξ + j, ρ + ρξ} ⊆ H
is a G-basis forE8. By another simple computation we see
that E8 = H(1 + ξ), i.e. E8 is the left ideal of the ringH
generated by1 + ξ.

Proposition 2.3:The lattice

LE8 = {M(c1, c2, c3, c4) ∈ LL | c1 + I = ct + I,

t = 2, 3, 4,
4∑

t=1

ct ∈ 2G}

is an index 16 sublattice ofLL. Furthermore, the minimum
determinant ofLE8 is 64.

Proof: Let MI = M(1, 1, 0, 0) be the matrixφ(1 +
ξ) under the isomorphism of Proposition 2.1. We see that
det(MIM

∗
I ) = 4. By the preceding discussion any matrix

A of the lattice LE8 is of the form A = MMI(1 +
i), where M is a matrix from LH. Thus, det AA∗ =
16 det(MIM

∗
I ) det(MM∗) and the claim on the minimum

determinant follows from Proposition 2.2. We see that the co-
efficientc1 can be chosen arbitrarily withinG. The coefficients
c2 and c3 then must belong to the cosetc1 + I, andc4 must
be chosen such thatc1 + c2 + c3 + c4 ∈ 2G = I2. As I is of
index two inG, we see that the index ofLE8 in LL is 16 as
claimed.

III. C YCLIC ALGEBRAS AND ORDERS

The theory of cyclic algebras and their representations as
matrices are thoroughly considered in [3]. We are only going
to recapitulate the essential facts here.

In the following, we consider number field extensionsE/F ,
whereF denotes the base field.F ∗ (resp.E∗) denotes the set
of non-zero elements ofF (resp.E). Let E/F be a cyclic
field extension of degree n with Galois groupGal(E/F ) =



〈σ〉, whereσ is the generator of the cyclic group. LetA =
(E/F, σ, γ) be the corresponding cyclic algebra of degree n,
that is

A = E ⊕ uE ⊕ u2E ⊕ · · · ⊕ un−1E,

with u ∈ A such thatxu = uσ(x) for all x ∈ E and un =
γ ∈ F ∗. An elementa = x0 + ux1 + · · · + un−1xn−1 ∈ A
has the following representation as a matrixA =

x0 γσ(xn−1) γσ2(xn−2) · · · γσn−1(x1)
x1 σ(x0) γσ2(xn−1) γσn−1(x2)
x2 σ(x1) σ2(x0) γσn−1(x3)
...

...
xn−1 σ(xn−2) σ2(xn−3) · · · σn−1(x0)

 .

Let us compute the third column as an example:

u2 7→ au2 = x0u
2 + ux1u

2 + · · ·+ un−1xn−1u
2

= uσ(x0)u + u2σ(x1)u + · · ·+ γσ(xn−1)u
= u2σ2(x0) + u3σ2(x1) + · · ·+ uγσ2(xn−1),

and hence for the third column we get the vector
(γσ2(xn−2), γσ2(xn−1), σ2(x0), . . . , σ2(xn−3))T .

Definition 3.1: An algebraA is called simple, if it has
no nontrivial ideals. AnF -algebraA is central if its centre
Z(A) = {a ∈ A|aa′ = a′a ∀a′ ∈ A} = F .

Definition 3.2: The determinant (resp. trace) of the matrix
A is called thereduced norm(resp. reduced trace) of an
elementa ∈ A and is denoted bynr(a) (resp.tr(a)).

Remark 3.1:The connection with the usual norm map
NA/F (a) (resp. trace mapTA/F (a)) and the reduced norm
nr(a) (resp. reduced tracetr(a)) of an elementa ∈ A is
NA/F (a) = (nr(a))n (resp.TA/F (a) = ntr(a)), wheren is
the degree ofE/F .

In the preceding section we have attested that the algebraH
is a division algebra. The next proposition provides us with
a sufficient condition when an algebra is indeed a division
algebra.

Proposition 3.1:The algebraA = (E/F, σ, γ) of degreen
is a division algebra if the smallest factort ∈ Z of n such that
γt is the norm of some element inE∗ is n.

We are now ready to present some of the basic definitions
and results from the theory of maximal orders. The general
theory of maximal orders can be found in [10].

Let R denote a Noetherian integral domain with a quotient
field F , and letA be a finite dimensionalF -algebra.

Definition 3.3: An R-order in theF -algebraA is a subring
Λ of A, having the same identity element asA, and such that
Λ is a finitely generated module overR and generatesA as a
linear space overF .

As usual, aΛ-order inA is said to bemaximal, if it is not
properly contained in any otherΛ-order inA. If the integral
closureR of R in A happens to be anR-order inA, thenR
is automatically the unique maximalR-order inA.

Let us illustrate the above definition by the following
example.

Example 3.1:(a) Orders always exist: IfM is a full R-
lattice inA, i.e. FM = A, then theleft order of M defined
asOl(M) = {x ∈ A|xM ⊆ M} is an R-order inA. The
right order is defined in an analogous way.

(b) If A = Mn(F ), the algebra of alln× n matrices over
F , thenΛ = Mn(R) is anR-order inA.

Hereafter,F will be an algebraic number field andR a
Dedekind ring withF as a field of fractions.

Proposition 3.2:Let A be a finite dimensional semisimple
algebra overF andΛ be aZ-order inA. LetOF stand for the
ring of algebraic integers ofF . ThenΓ = OF Λ is aOF -order
containingΛ. As a consequence, a maximalZ-order inA is
a maximalOF -order as well.

In Section IV some facts from the local theory of orders
are required. Let us first define the ringZp.

Definition 3.4: For a rational primep let Zp denote the ring

Zp = {r

s
∈ Q | r, s ∈ Z, gcd(p, s) = 1}.

Zp is a discrete valuation ring with the unique maximal ideal
pZp. If Λ is a Z-order we use the notationΛp = ZpΛ.

Definition 3.5: Let S denote an arbitrary ring with identity.
The Jacobson radicalof S is the setRad(S) =

{x ∈ S|xM = (0) for all simple left S-modulesM}.
Definition 3.6: Let m = dimFA. The discriminant of the

R-orderΛ is the ideald(Λ) in R generated by the set

{det(tr(xixj))m
i,j=1|(x1, ..., xm) ∈ Λm}.

It is clear that ifΛ ⊆ Γ then d(Γ)|d(Λ). Moreover, we have
an equality if and only ifd(Γ) = d(Λ).

Proposition 3.3:Let Λ be anR-order and{a1, ..., am} ⊆ Λ
be anF -basis ofA. Then the principal ideal generated by
the nonzero determinantd = det(tr(aiaj))m

i,j=1 is contained
in the discriminant. LetΓ be any order containingΛ. Then
dΓ ⊆ R{a1, ..., am} ⊆ Λ. �

The following proposition gives us a useful tool to find the
maximal orders within a given algebra.

Proposition 3.4:Let Λ be anR-order inA. For eacha ∈ Λ
we havenr(a) ∈ R, tr(a) ∈ R.

Proposition 3.5:Let Γ be a subring ofA containingR such
that FΓ = A, and suppose that eacha ∈ Γ is integral over
R. ThenΓ is anR-order inA. Conversely, everyR-order in
A has these properties.

Corollary 3.6: Every R-order inA is contained in a maxi-
mal R-order inA. There exists at least one maximalR-order
in A.

Proposition 3.7:Let A be a simple algebra overF andM
a finitely generatedOF -module such thatFM = A. Then
there exists an elements ∈ OF \ {0} such thats · 1 ∈ M .
Moreover,Ol(M) = {b ∈ s−1M | bM ≤ M} ≤ s−1M .



Proposition 3.8:The prime idealsP of a maximal orderΛ
and the prime idealsP of R are in one-to-one correspondence,
given byP = R ∩ P, P ⊇ PΛ.

(i) The ideals ofΛ are exactly the products of prime ideals.
(ii) For a prime idealP of R there exists a unique natural

numbermP such thatPΛ = PmP . The numbersmP are
divisors ofn and, except for finitely many prime idealsP of
R, mP = 1.

(iii) d(Λ) is independent of the choice of the maximal order
Λ. Moreover,mP > 1 implies thatP |d(Λ).

Proposition 3.9:Let P be a prime ideal ofR andΓ be an
R-order such thatΓP is not a maximalRP -order. Then there
exists an idealI ≥ PΓ of Γ for whichOl(I) > Γ.

Remark 3.2:The algebraH can also be viewed as a cyclic
division algebra. As it is a subring of the Hamiltonian quater-
nions, its center consists of the intersectionH∩R = Q(

√
2).

Also Q(ξ) is an example of a splitting field ofH. In the
notation above we have an obvious isomorphism

H ' (Q(ξ)/Q(
√

2), σ,−1),

whereσ is the usual complex conjugation.

Next we prove that the latticeLE8 = H(1 + ξ) is optimal
within the cyclic division algebraH in the sense that it
corresponds to a proper ideal of a maximal order inH.

Proposition 3.10:The ring

H = {q = c1 + ξc2 + jc3 + jξc4 | c1, . . . , c4 ∈ Q(i),

(1 + i)ct ∈ Z[i] ∀t, c1 + c3, c2 + c4 ∈ Z[i]}

is a maximalZ-order of the division algebraH.
Proof: Clearly theQ-span ofH is the whole algebraH,

and we have seen thatH is a ring, so it is an order ofH.
Furthermore, ifΛ is any order ofH, then so isΛ[

√
2] = Λ ·

Z[
√

2], as the element
√

2 is in the center ofH (cf. Proposition
3.2). Therefore it suffices to show thatH is a maximalZ[

√
2]-

order. In what follows, we will call rational numbers in the
coset(1/2) + Z half-integers. Assume for contradiction that
we could extend the orderH into a larger orderR = H[q] by
adjoining the quaternionq = a1 + a2j, where the coefficients

at = mt,0 + mt,1ξ + mt,2ξ
2 + mt,3ξ

3, mt,` ∈ Q for all t, `

are elements of the fieldQ(ξ). As ξ−ξ3 =
√

2, andξ = −ξ3,
we see that

tr(q) = a1 + a1 = 2m1,0 +
√

2(m1,1 −m1,3).

By Proposition 3.4 this must be an element ofZ[
√

2], so we
may conclude thatm1,0 must be an integer or a half-integer,
and thatm1,1 −m1,3 must be an integer. Similarly

tr(qξ) = −2m1,3 +
√

2(m1,0 −m1,2)

must be an element ofZ[
√

2]. We may thus conclude that
all the coefficientsm1,`, ` = 0, 1, 2, 3 are integers or half-
integers, and that the pairsm1,0,m1,2 (resp.m1,1,m1,3) must
be of the same type, i.e. either both are integers or both are
half-integers. A similar study oftr(qj) andtr(qjξ) shows that
the same conclusions also hold for the coefficientsm2,`, ` =

0, 1, 2, 3. BecauseZ[ξ] ⊆ H, replacingq with any quaternion
of the formq−ω, whereω ∈ Z[ξ] will not change the resulting
orderR. Thus we may assume that the coefficientsm1,`, ` =
0, 1, 2, 3 all belong to the set{0, 1/2}. Similarly, if need be,
replacingq with q − ω′j for someω′ ∈ Z[ξ] allows us to
assume that the coefficientsm2,`, ` = 0, 1, 2, 3 also all belong
to the set{0, 1/2}. Further replacements ofq by q−ρ or q−ρξ
then permit us to restrict ourselves to the casem2,` = 0, for
all ` = 0, 1, 2, 3. If we are to get a proper extension ofH,
we are left with the casesq = (1 + i)/2, q = ξ(1 + i)/2
and q = (1 + ξ)(1 + i)/2. We immediately see that none of
these have reduced norms inZ[

√
2], so we have arrived at a

contradiction.

IV. GENERAL ALGORITHM FOR TESTING THE

MAXIMALITY

The possibilities of the ad hoc methods in the proof of
Proposition 3.10 are somewhat limited. It is clearly desirable
to have algorithms for constructing and identifying maximal
orders.

In the following we shortly describe how the maximality
of a given order can be proved in general. A more detailed
version of the algorithm can be found in [11]. An algorithm
for constructing a maximal order is presented in [12]. Some of
the methods therein are implemented in the Magma software
[13].

Suppose we are given a central simple algebraA over F
and a finitely generatedOF -orderΛ ≤ A. Let k be a multiple
of d(Λ) (c.f. Definition 3.6). The following algorithm depicts
how the maximality ofΛ can be tested (in polynomial time
[11] if the discriminant is small).

As the input the algorithm requires two lists. The first list
consists of the prime idealsP of OF which divide k. The
idealsP of Λ which containPΛ together constitute the second
list. Now ΛP is a maximal(OF )P -order if P is not contained
in the first list (c.f. Propositions 3.3 and 3.8). We are left with
the task of verifying the local maximality at the prime ideals
P of the first list. By Propositions 3.8 and 3.9 it then suffices
to repeat the algorithm below at eachP .

STEP 1 Is there exactly one prime idealP of Λ in the
second list such thatPΛ ≤ P?

"NO": QUIT, Λ is not maximal.

STEP 2 Is there an integert, 1 ≤ t ≤ n such thatPΛ =
Pt?

"NO": QUIT, Λ is not maximal.

STEP 3 Does the equality{J | J ⊇ PΛ ideal of Λ} =
{Pi| 0 ≤ i ≤ t} hold?

"NO": QUIT, Λ is not maximal.

STEP 4 Is the left orderOl(Pi) = Λ for every ideal
Pi, 0 ≤ i ≤ t?

"YES": QUIT, Λ is maximal atP .
"NO": QUIT, Λ is not maximal.

If, in the end,Λ turns out to be maximal at eachP on the
list, thenΛ is a maximalOF -order.



Let us now exemplify the above algorithm.

Example 4.1:In any cyclic algebra where the elementγ
determining the 2-cocycle inH2(E/F ) happens to be an
algebraic integer, we have the following "natural" order

Λ = O ⊕ uO ⊕ · · · ⊕ un−1O,

whereO is the ring of integers of the fieldE (= the unique
maximal order inE). In the so called Golden Division Algebra
(GDA) [4], i.e. the cyclic algebra(E/F, σ, γ) gotten from the
dataE = Q(i,

√
5), F = Q(i), γ = i, n = 2, σ(

√
5) = −

√
5,

the natural orderΛ is already maximal. As aZ[i]-order Λ
has discriminant25 = 52. Hence the first list consists of the
Gaussian primes2± i. We only consider the primeP = 2+ i,
the prime2− i can be treated similarly. Letτ = (1 +

√
5)/2.

The set{1, u, τ, uτ} is a Z[i]-basis forΛ. Let Fq denote the
finite field of q elements. Asu2 = −2 in Λ/PΛ, u defines a
field K = F25 and hence, any nontrivial idealI of Λ/PΛ is
a vector space overK and the intersectionI ∩ K is trivial.
The idealR = K(τ + 2) is easily seen to be nilpotent and
as dimF5(Λ/PΛ) = 4, R is the only nontrivial and the only
maximal ideal inΛ/PΛ and thus

R = Rad(Λ/PΛ) = F5(τ + 2)⊕ F5u(τ + 2).

From these facts we can conclude that the second list is
{PΛ,P =

〈√
5, PΛ

〉
,Λ} (note that

√
5 = 2(τ + 2)) with

P being the unique prime ideal. For more details concerning
the computation of the prime ideals in a ring, see [11]. The
algorithm now proceeds as follows.

STEP 1 This is now clear as we saw thatP is the only
prime ideal in the second list.

STEP 2 We claim thatP2 = PΛ. The inclusionP2 ⊆ PΛ
is immediate, so it suffices to prove the reverse inclusion,
i.e. 2 + i ∈ P2. Obviously the squares(2 + i)2,

√
5
2 ∈

P2. The ring G is a Euclidean domain, hence we have the
extended Euclidean algorithm available for calculatinggcds.
This algorithm produces two Gaussian integersa, b such that
a · (2 + i)2 + b · 5 = 2 + i in G. As both summands in the left
belong toP2, we infer that2 + i is also inP2.

STEP 3 P0 = Λ, P1 = P, P2 = PΛ.
STEP 4 We have to show thatOl(M) = Λ for all

M ∈ {PΛ,P,Λ}. Note thatOl(Pi) ≥ Λ, 1 ≤ i ≤ t. By the
Proposition 3.7Ol(Λ) ⊆ 1−1Λ as1 ∈ Λ. Again according to
the Proposition 3.7Ol(M) ⊆ (2+i)−1M since we notice that
2 + i ∈ M ∀M . For the caseM = PΛ it is now obvious that
Ol(M) ⊆ Λ. The caseM = P remains. We only have to show
that if X = p+ru+s

√
5+ tu

√
5 ∈ Ol(M), p, r, s, t ∈ Q(i),

then 2 + i does not divide the denominators ofp, r, s, t. By
considering the elementsX

√
5, X(2+ i) ∈ P we see that this

is indeed true, and consequentlyΛ is maximal atP .
We can now conclude that the natural order of the GDA is

already maximal.

V. SIMULATION RESULTS

In order to compare the latticesLL, LH, andLE8 we scale
them to the same minimum determinant. When a real scaling

factor ρ is used the minimum determinant is multiplied by
ρ2. As all the lattices have rank 8, the fundamental volume
is then multiplied byρ8. Let us choose the units so that
the fundamental volume ofLL is m(LL) = 1. Then after
scalingm(LE8) = 1/4. As the density of a lattice is inversely
proportional to the fundamental volume, we thus expect the
codes constructed within the latticeLE8 to outperform the
codes of the same size withinLL.

Simulations at the rate 2 bits/s/Hz show that the latticeLE8

wins approximately by1 dB over the latticeLL, and by2 dB
over the DAST-lattice.

VI. CONCLUSIONS

In this paper, we present new constructions of rate one,
full diversity, and energy efficient4 × 4 space-time codes
arising from the theory of cyclic algebras and maximal orders.
By using a maximal order instead of the ring of algebraic
integers one can increase the size of the code without losses
in the minimum determinant. By choosing a proper ideal of
a maximal order, one can further improve the code as the
minimum determinant increases. Comparisons with the DAST-
code show that our codes provide lower energy and block error
rates due to their good minimum determinant and high density.
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