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Abstract

Previously we have constructed some geometrically
dense, full-rank, rate-one matrix lattices with large
non-vanishing minimum determinants for 4 transmit
antenna MISO applications. In this paper, we will con-
sider the decoding of these lattices. The main concern
is not in improving existing algorithms, but in �nding
a way to decode our lattices that are not as simple in
structure, at least not at the �rst glance, as the major-
ity of previously known ST lattices. We show that the
decoding can be e�ciently performed by using a mod-
i�ed version of a certain sphere decoding algorithm.
We call this method "Code Controlled Sphere Decod-
ing" (CCSD). Our lattice constructions are based on
the theory of rings of algebraic integers and related
subrings of the Hamiltonian quaternions. Simulations
in a quasi-static Rayleigh fading channel have shown
that our dense quaternionic constructions outperform
the earlier rectangular lattices as well as the DAST-
lattice.

1. BACKGROUND AND BASIC DEFINI-
TIONS

We are interested in the coherent multiple input-
multiple output (MIMO) case where the receiver per-
fectly knows the channel coe�cients. The received sig-
nal is

y = Bx + n,

where x ∈ Rm, y, n ∈ Rn denote the channel in-
put, output and noise signals, and B ∈ Rn×m is the
Rayleigh fading channel response. The components of
the noise vector n are i.i.d. complex Gaussian random
variables. In the special case of a MISO channel, the
channel matrix takes a form of a vector b ∈ Rm.

A lattice is a discrete �nitely generated free abelian
subgroup L of a real (or complex) �nite dimensional
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vector space V , called the ambient space. In the
space-time setting a natural ambient space is the space
Mn(C) of complex n × n-matrices. When a code is a
subset of a lattice L in this ambient space, the rank
criterion states that any non-zero matrix in L must be
invertible. This follows from the fact that the di�erence
of any two matrices from L is again in L. As a main
design criterion we recall the minimum determinant of
the code C. In the case of a square matrix lattice this
takes the form

δC = minM∈C,M 6=0{det(MM∗)},
where M∗ is the adjoint of the matrix M. When work-
ing in the MISO setting, the receiver observes vector
lattices instead of matrix lattices. When the channel
state is b, the receiver expects to see the lattice bL.

The information vectors to be encoded into our code
matrices are taken from the pulse amplitude modula-
tion (PAM) signal set X of size Q, i.e., X = {u =
2q −Q + 1 | q ∈ ZQ} with ZQ = {0, 1, ..., Q− 1}.

Under this assumption, the optimal detector g :
y 7→ x̂ ∈ Xm that minimizes the average error proba-
bility

P (e) ∆= P (x̂ 6= x)

is the maximum-likelihood (ML) detector given by

x̂ = arg minx∈Zm
Q
|y −Bx|2 (1)

where the components of the noise n have a common
variance equal to 1.

The search in (1) for the closest lattice point to a
given point y is known to be NP-hard in the general
case where the lattice does not exhibit any particu-
lar structure. In [1], however, Pohst proposed an ef-
�cient strategy of enumerating all the lattice points
within a sphere S(y,

√
C0) centered at y with a cer-

tain radius
√

C0 that works for lattices of a moder-
ate dimension. For background, see [2]-[5]. For �-
nite PAM signals sphere decoders can also be visual-
ized as a bounded search in a tree. The complexity of
sphere decoders critically depends on the preprocess-
ing stage, the ordering in which the components are



considered, and the initial choice of the sphere radius.
We shall use the standard preprocessing and ordering
that consist of the Gram-Schmidt orthonormalization
B = (Q,Q′)

(
R
0

)
of the columns of the channel ma-

trix B (equivalently, QR decomposition on B) and the
natural back-substitution component ordering given by
xm, ..., x1. The matrix R is an m×m upper triangular
matrix with positive diagonal elements, Q (resp. Q′)
is an n×m (resp. n× (n−m)) unitary matrix, and 0
is an (n−m)×m zero matrix.

The condition Bx ∈ S(y,
√

C0) can be written as

|y −Bx|2 ≤ C0 (2)

which after applying the QR decomposition on B takes
the form

|y′ −Rx|2 ≤ C ′0, (3)
where y′ = QT y and C ′0 = C0 − |(Q′)T y|2. Due to
the upper triangular form of R, (3) implies the set of
conditions

m∑

j=i

| y′j −
m∑

`=j

rj,`x` |2≤ C ′0, i = 1, ...,m. (4)

The sphere decoding algorithm outputs the point x̂ for
which the distance

d2(y,Bx) =
m∑

j=1

| y′j −
m∑

`=j

rj,`x` |2 (5)

is minimum. See details in [5]. See also [6].
This work is a continuation of [7] and [8]. The

reader interested in more background is referred to [9]-
[12].

2. RINGS OF ALGEBRAIC NUMBERS AND
LATTICE CONSTRUCTIONS

It is widely known how the so called Alamouti de-
sign represents multiplication in the ring of quater-
nions. As the quaternions form a division algebra, such
matrices must be invertible, i.e. the resulting STBC
meets the rank criterion. Matrix representations of
other division algebras have been proposed as STBC
codes at least in [8] and [13]-[16].

The set {a1+a2i+a3j+a4k | ai ∈ R ∀i}, where i2 =
j2 = k2 = −1, ij = k, is recalled as the ring of Hamil-
tonian quaternions. Our constructions use extension
rings of the Gaussian integers G = {a + bi | a, b ∈ Z}
inside a given division algebra as they nicely �t with
the popular 16-QAM and QPSK alphabets.

Natural examples of such rings are the rings of al-
gebraic integers inside an extension �eld of the quo-
tient �elds of G, as well as their counterparts inside the

quaternions. To that end we need division algebras A
that are also 4-dimensional vectors spaces over the �eld
K = Q(i). Let ζ = eπi/4 = (1 + i)/

√
2 be a primitive

8th root of unity. Our constructions will all lie inside
the division algebra H = Q(ζ)⊕jQ(ζ). As zj = jz∗ for
all complex numbers z, and as the �eld Q(ζ) is stable
under the usual complex conjugation (∗), the set H is
a subskew�eld of the quaternions.

As always, multiplication (from the left) by a non-
zero element of the division algebra A is an invertible
Q(i)-linear mapping (with Q(i) acting from the right).
Therefore its matrix with respect to a chosen Q(i)-basis
B of A is also invertible. The division algebra H has
B = {1, ζ, j, jζ} as a natural Q(i)-basis and the follow-
ing representation as a set of matrices over Q(i). We
will refer to the lattice consisting of these matrices H =




M = M(c1, c2, c3, c4) =




c1 ic2 −c∗3 −c∗4
c2 c1 ic∗4 −c∗3
c3 ic4 c∗1 c∗2
c4 c3 −ic∗2 c∗1








as the "base" lattice.
Let now I be the prime ideal of G generated by

1 + i. Next we will shortly bring back to mind the
nested sequence of the four lattices from [8],

2Z8 = 2L2 ⊆ L6 ⊆ L5 ⊆ L4 ⊆ L2 = Z8, (6)

where

L2 = {M(c1, c2, c3, c4)|c1, c2, c3, c4 ∈ G} ,

L4 = {M(c1, c2, c3, c4) ∈ L2|c1 + c2 + c3 + c4 ∈ I},

L5 = {M(c1, c2, c3, c4) ∈ L2|c1 + c3, c2 + c4 ∈ I} , and

L6 = {M(c1, c2, c3, c4) ∈ L2 | c1 + I = ct + I,

t = 2, 3, 4,

4∑
t=1

ct ∈ 2G}.

These lattices have minimum determinants equal to
1, 4, 16, and 64 respectively. The lattice L4 is iso-
metric to the checkerboard lattice D8 while L5, for its
part, is isometric to the direct sum D4 ⊥ D4 of two
4-dimensional checkerboard lattices. The lattice L6 is
optimal in the sense that it is isometric to the densest
8-dimensional package, namely to the diamond lattice
E8. For details, see [17].

In [8] two more lattices, namely L1 and L3, were
introduced. Although they are not of any relevance for
this paper, we kept here the same indexing for the sake
of consistence.



3. DECODING OF THE NESTED
SEQUENCE OF LATTICES

Decoding of the base lattice L2 can be performed
by using the algorithm below proposed in [5]. More
detailed information on the function of this algorithm
can be found in [5] and [6]. We use the notation from
Section 1.

Algorithm II, Smart Implementation (Input
C ′0, y′, R. Output x̂.)

STEP 1: (Initialization) Set i := m, Tm :=
0, ξm := 0, and dc := C ′0 (current sphere squared ra-
dius).

STEP 2: (DFE on xi) Set xi := b(y′i − ξi)/ri,ie
and ∆i := sign(y′i − ξi − ri,ixi).

STEP 3: (Main step) If dc < Ti + |y′i−ξi−ri,ixi|2,
then go to STEP 4 (i.e., we are outside the sphere).

Else if xi /∈ ZQ go to STEP 6 (i.e., we are inside the
sphere but outside the signal set boundaries).

Else (i.e., we are inside the sphere and sig-
nal set boundaries) if i > 1, then {let ξi−1 :=∑m

j=i ri−1,jxj , Ti−1 := Ti+|y′i−ξi−ri,ixi|2, i := i−1,
and go to STEP 2}.

Else (i=1) go to STEP 5.
STEP 4: If i = m, terminate, else set i := i + 1

and go to STEP 6.
STEP 5: (A valid point is found) Let dc := T1 +

|y′1− ξ1− r1,1x1|2, save x̂ := x. Then, let i := i+1 and
go to STEP 6.

STEP 6: (Schnorr-Euchner enumeration of level i)
Let xi := xi + ∆i, ∆i := −∆i − sign(∆i), and go to
STEP 3.

Note that given the values xi+1, ..., xm, taking the
ZF-DFE (zero-forcing decision-feedback equalization)
on xi avoids retesting other nodes at level i in case we
fall outside the sphere. Setting dc = ∞ would ensure
that the �rst point found by the algorithm is the ZF-
DFE (or the Babai point) point [5]. However, if the
distance between the ZF-DFE point and the received
signal is very large this choice may cause some ine�-
ciency, especially for high dimensional lattices.

The decoding of the other three lattices in (6) also
relies on this algorithm, but we need to run some ad-
ditional parity checks. This simply means that in ad-
dition to the checks concerning the facts that we have
to be both inside the sphere radius and inside the sig-
nal set boundaries, we also have to lie inside a given
sublattice. This will be taken care of by a method
we call code controlled sphere decoding (CCSD), that
combines the algorithm above with certain case con-
siderations. To this end, let us write the constraints

on the elements ci as modulo 2 operations. Denote by
x = (x1, x2, ..., x8) = (<c1,=c1, ...,<c4,=c4) ∈ R8 the
real vector corresponding to the channel input. Note
that when exploiting these relations in the CCSD algo-
rithm, we have to use di�erent orderings for the basis
matrices of the lattice in di�erent cases in order to make
the parity checks as simple as possible. Let us �rst
order the basis matrices as B1 = M(1, 0, 0, 0), B2 =
M(i, 0, 0, 0), ..., B7 = M(0, 0, 0, 1), B8 = M(0, 0, 0, i).
Then when decoding e.g. the L5 lattice, we reorder
the basis matrices as B1, B2, B5, B6, B3, B4, B7, B8 in
order to get the sum c1 + c3 as the sum of the �rst
4 components and the sum c2 + c4 as the sum of the
last 4 components (cf. Section 2). The conditions for
the Gaussian elements of the lattices L2, L4, L5, and
L6 can clearly be translated into the following modulo
2 integer conditions. The additional parity check steps
will hence be as shown below.

CASE L4:
∑8

i=1 xi ≡ 0 (mod 2)

CASE L5: x1 + x2 ≡ x5 + x6,

x3 + x4 ≡ x7 + x8 (mod 2)

CASE L6: x1 +x2 ≡ x3 +x4 ≡ x5 +x6 ≡ x7 +x8,
∑

2|i xi ≡
∑

2-i xi ≡ 0 (mod 2)

It is also worthwhile to note that these four lat-
tices are in a bijective correspondence with binary lin-
ear codes of length 8 by "projection modulo 2". As
it happens, within this sequence of lattices the mini-
mum Hamming distance of the binary linear code and
the minimum determinant of the lattice are somewhat
related [8], see Table 1.

Table 1: Lattices from the coding theoretical point of
view

The 8-dimensional rectangular grid Z8

↔ no coding
↓

The checkerboard lattice D8

↔ overall parity check code of length 8
↓

The lattice D4 ⊥ D4

↔ two blocks of the overall parity
check code of length 4

↓
The diamond lattice E8

↔ extended Hamming-code of length 8
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Figure 1: Average complexity of 4 tx-antenna matrix lattices at rates (approximately) 4 and 8 bpcu.
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Figure 2: Block error rates of 4 tx-antenna matrix lattices at rates (approximately) 6 and 8 bpcu.

In a MISO setting we say that a matrix lattice L has
defect r [7], if its rank is m, but the minimum positive
real dimension of the span of bL is m − r. For exam-
ple, for certain non-zero choices of the channel vector
the receiver's version of the four antenna DAST-lattice
(see [7], [13]) collapses into a dense set within a real
vector space of dimension 2. Thus the 8-dimensional
4 antenna DAST lattices have defect six. The lattices
Lt, t = 2, 4, 5, 6, have defect four. What comes to de-
coding complexity, a high defect means bad worst case
decoding complexity.

4. SIMULATION RESULTS

The number of nodes in the search tree is used as
a measure of complexity so that the implementation
details or the physical environment do not a�ect it. We
have analyzed many di�erent kinds of simulations on
the change of complexity of the sphere decoder when
moving in (6) from right to left. Due to lack of space
we only include here a few.

In Figure 1 we have plotted the average number of
points visited by the algorithm in di�erent cases at the
rates approximately 4 and 8 bpcu. The SNR regions
cover the block error rates between ≈ 10% − 0.01%.
As can be seen, in the low SNR end, the di�erence in
complexity between the di�erent lattices is clear but
evens out when the SNR increases. For the sublattices
L4, L5, and L6 the algorithm visits 1.1− 2.1 times as
many points as for the base lattice L2. In the larger
SNR end, the performance is fairly similar for all the
lattices. E.g. at 4 and 8 bpcu, when all the lattices
reach the bound of maximum 20 points visited, the
block error rates of L4, L5, and L6 are still as big as
5%, 2%, and 1% respectively.

The BLER performance of our codes has been more
closely analyzed in [8]. When moving left in (6) the
minimum determinant increaces while the BLER de-
creases at the same time. E.g. simulations at the
rate 2 bpcu with one receiver show that the lattice L6

wins approximately by 1 dB over the lattice L2, and
by 2 dB over the DAST-lattice. However, the other



side of the coin is that improvements in performance
cause a slightly more complex decoding process and an
increased number of points visited in the search tree.
See Figure 2 for the BLER performance at higher data
rates.

5. CONCLUSIONS

In this paper, we have considered the decoding of
some previously constructed lattices. The main con-
cern was not in improving existing algorithms, but in
�nding a way to decode our lattices that are not nec-
essarily as simple in structure, at least not at the �rst
glance, as the majority of ST lattices. The decoding
was e�ciently performed by using "Code Controlled
Sphere Decoding" (CCSD), a modi�ed version of a
certain sphere decoding algorithm. Simulations in a
quasi-static Rayleigh fading channel have shown that
our dense quaternionic constructions outperform the
earlier rectangular lattices as well as the DAST-lattice.
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