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Abstract significant differences between the syntactic anno-

tation schemes employed. This leads to difficulties
Several incompatible syntactic annotation i sharing data between corpora and establishing the
schemes are currently used by parsers and rg|ative performance of parsers, as well as to a lack

corpora in biomedical information extrac-  of interchangeability of one parser for another in IE
tion. The recently introduced Stanford de-  systems, among other issues.

pendency scheme has been suggested to be
a suitable unifying syntactic formalism. In
this paper, we present a step towards such
unification by creating a conversion from the
Link Grammar to the Stanford scheme. Fur-

Syntactic formalisms are broadly divided into
constituency and dependency. Constituency
schemes are dominant in many fields and are unified
under the established Penn Treebank (PTB) scheme
. . (Bies et al., 1995). However, dependency schemes
ther, we create a version of the Biolnfer cor- - paye peen suggested to be preferable in IE, as they
pus with syntactic annotation in this scheme.  represent the semantic structure of the sentences
We present an application-oriented evalua-  more directly (see, e.g., de Marneffe et al. (20086)).
tion of the transformation and assess the pyrther, Lin (1998) argues for dependency-based
suitability of the scheme and our conversion  gyajyation of both dependency and constituency
to the unification of the syntactic annotations  arsers; since it allows evaluation metrics that are
of Biolnfer and the GENIA Treebank. more relevant to semantic interpretation as well as
We find that a highly reliable conversion is intuitively more meaningful. Even though there is
both feasible to create and practical, increas- clearly a need for a unifying scheme for dependency
ing the applicability of both the parser and  comparable to that of PTB for constituency, no

the corpus to information extraction. widely adopted standard currently exists.
_ In this paper, we present a step towards unify-
1 Introduction ing the diverse syntactic schemes in use in IE sys-

One of the main challenges in biomedical infor{€MS and corpora such as the GENIA Treebaanid

mation extraction (IE) targeting entity relationshipdh€ recently introduced Biolnfer corpus (Pyysalo et

such as protein-protein interactions arises from thd- 2007). Clegg and Shepherd (2007) have re-

complexity and variability of the natural languageCently Proposed to use the Stanford dependency

statements used to express such relationships. §6"éme (de Marmeffe et al., 2006) as a common,
address this complexity, many biomedical IE SySz_:lppllcatlon—orlented syntactic representation. To as-
tems (Alphonse et al., 2004; Rinaldi et al., 20045€SS this choice, we develop a set of conversion
Fundel et al., 2007) and annotated corpora (Kim &/€s for transforming the Link Grammar (LG) de-
al., 2003; Aubin, 2_005; Pyy_salo et al., 2007) incor- Inttp: //wwetsujii.is.s. u-tokyo.ac.jp/
porate full syntactic analysis. However, there areeN A



pendency scheme (Sleator and Temperley, 1993) telations and having excessively detailed link types
the Stanford scheme, and then create a version whose functional meaning and value for semantic
the Biolnfer corpus in the Stanford scheme by apanalysis is questionable (Schneider, 1998; de Marn-
plying the conversion rules and manually correctingffe et al., 2006). Our experience with LG leads us
the errors. By making the Biolnfer corpus availabldo largely agree with these criticisms.
in the Stanford scheme, we also increase the valueDe Marneffe et al. (2006) have recently intro-
of the corpus for biomedical IE. The transforma-duced a transformation from PTB to the Stanford
tion has the further benefit of allowing Link Gram-scheme. Clegg and Shepherd (2007) have ap-
mar output to be normalized into a more applicationplied this transformation to perform a dependency-
oriented form. Finally, to assess the practical valubased comparison of several statistical constituency
of the conversion method and of the Biolnfer syntacparsers on the GENIA Treebank and have argued for
tic annotation in the Stanford scheme, we compat&e adoption of the Stanford scheme in biomedical
the Charniak-Lease constituency pafs@@harniak |E. Moreover, the |IE system of Fundel et al. (2007),
and Lease, 2005) and BioL&an adaptation of LG which employs the Stanford scheme, was shown to
(Pyysalo et al., 2006), on the unified dataset commotably outperform previously applied systems on
bining the constituency-annotated GENIA Treebankhe LLL challenge dataset, achieving an F-score of
with the dependency-annotated Biolnfer corpus. 72% against a previous best of 54%. This further
The transformation rules and software, as well agemonstrates the suitability of the Stanford scheme
the Stanford annotation of the Biolnfer corpus, theo IE applications.
main practical results of this work, are freely avail-
ableathttp: //wwv. it.utu.fi/Biolnfer. 3 Dependencyschemes

2 Motivation In this section, we present the Stanford and LG
To support the development of IE systems, it iSdependency schemes and discuss their relative
: . strengths.
important for a corpus to provide three key types
of a.nnota.tion capturing the named entities, theig 1 stanford dependency scheme
relationships and the syntax. To our knowledge,
there are only two corpora in the biomedical domaif* Parse in the Stanford scheme (SF) is a directed
that currently provide these three annotation type&@ph where the nodes correspond to the words and
simultaneously—Biolnfer and LLL (Aubin, 2005). the edges correspond to pairwise syntactic depen-
In addition, GENIA, thede factostandard domain dencies between the words. The scheme defines
corpus for named entity recognition and syntacti@ hierarchy of 48 grammatical relations, or depen-
analysis, is in the process of adding a relationshil€Ncy types. The most generic relatiokependent
annotation. The corpora have different strength&an be specialized agixiliary, argumen or modi-
Biolnfer provides detailed relationship annotationfier, Which again have several subtypes (de Marneffe
while GENIA has broader coverage of named entiet @l-, 2006).
ties and a larger treebank. Unifying the syntactic an- The Stanford conversion transforms phrase struc-
notations of these two corpora allows these strengtfidre parses into the Stanford scheme. First, the se-
to be combined. mantic head of each constituent is identified using
The Biolnfer syntactic annotation follows the LG head rules similar to those of Collins (1999) and un-
dependency scheme, addressing the recent interbgied dependencies are then extracted and labeled
in LG in the biomedical NLP community (Ding et with the most specific grammatical relations possi-
al., 2003; Alphonse et al., 2004; Aubin et al., 2005)ble using Tregex rules (Levy and Andrew, 2006).
However, the LG scheme has been criticized for be- The system additionally provides a setollaps-
ing oriented more towards structural than semanti@gd rules suggested to be beneficial for IE appli-
" Zhttp://nl p. stanford. edul sof twar e/ cations (de Marneffe et al., 2006; Clegg and Shep-
version 1.5.1 herd, 2007). These rules collapse some dependen-
Shttp://wwn it.utu. fi/BioLG version1.2.4 cies by incorporating certain parts of speech (mostly
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Vimentin and actin were also up-regulated , whereas an isoform of myosin heavy chain was down-rec

Figure 1: A sentence from the Biolnfer corpus with its LG linkage (top),Stenford parse (middle), and
the collapsed Stanford parse (bottom). Khand> symbols denote the direction of dependencies.

F‘]pﬁm %SSTCBﬁ While links are not explicitly directional, the roles
during incubation , actin suffered degradat of the words can be inferred from their left-to-right
MWp order and the link type. An LG parse, termkk-
acgszuﬁleref@adaﬁon dLuririg;?cubat age consists of a set of links that connect the words
so that no two links cross or connect the same two
~Ss—~—0—~—M——Ip— words. When discussing LG, we will use the terms
actin suffered degradation during incubatic dependency and link interchangeably.

Compared to the 48 dependency types of the Stan-
ford scheme, the LG English grammar defines over
100 main link types which are further divided into
400 subtypes. The unusually high number of dis-
tinct types is one of the properties of the LG English
grammar that complicate the application of LG in

COﬂjUﬂCtiOﬂS and prepositions) in grammatica| re|dl’lf0l’mati0n extraction. Consider, for instance, the
tions. This is realized by combining two relationscase of prepositional phrase attachmentillustrated in
and denominating the resulting dependency with &igure 2, where all the alternative attachment struc-

type based on the word to which the original twdures receive different types. Arguably, this distinc-
relations were linked (see Figure 1). tion is unimportant to current IE systems and there-

In the LG-SF conversion, we target the uncolfore should be normalized. This normalization is in-

lapsed Stanford scheme, as the collapsing rules haygrent in the Stanford scheme, where the preposition
already been developed and reported by de MarAlways attaches usingmepdependency.

effe et al.; reimplementing the collapsing would be In contrast to such unnecessarily detailed distinc-
an unnecessary duplication of efforts. Also, the coltions, in certain cases LG types fail to make seman-
lapsed relations can easily be created based on tfally important distinctions. For instance, i

uncollapsed ones, whereas reversing the conversibik type is used to mark almost all clause openers,
would be more complicated. not distinguishing between, for example, adverbial

and prepositional openers.

Figure 2: Variation in the link type connecting a
preposition: CO to the main noun in topicalized
prepositional phrase®dVp when modifying a verb,
andMp when modifying a noun.

3.2 LG dependency scheme o
4 Our contributions

Link Grammar (Sleator and Temperley, 1993) is
closely related to dependency formalisms. It i$n this section, we describe the LG-SF conversion
based on the notion of typditikks connecting words. as well as SF Biolnfer, the Biolnfer corpus syntactic
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annota_mon in the_ Sta_mford scheme. These are the (. ,_—.oc:q oo~
two primary contributions of this study. actin , profilin and cofilin

4.1 LG-SF conversion Figure 3: Example of a structure where the relative

The LG-SF conversion transforms the undirecte@rder of the first two tokens cannot be resolved by
LG links into directed dependencies that follow théhe rules.
Stanford scheme. The transformation is based on
handwritten rules, each rule consisting of a pattern To resolve coordination structures, it is crucial to
that is matched in the LG linkage and generating eecognize the leftmost coordinated element, i.e. the
single dependency in the Stanford parse. Since tiead of the coordination structure in the SF scheme.
conversion rules only refer to the LG linkage, theyHowever, the conversion rule patterns are unable to
do not influence each other and are applied ind&apture general constraints on the relative order of
pendently in an arbitrary order. The pattern of eacthe tokens. For instance, in the linkage in Figure 3, it
rule is expressed as a set of positive or negative cois-not possible to devise a pattern only matching one
straints on the presence of LG links. The constrainisf the tokensactin andprofilin, while not matching
typically restrict the link types and may also refer tahe other. Therefore, we perform a pre-processing
the lexical level, restricting only to links connectingstep to resolve the coordination structures prior to
certain word forms. Since LG does not define linkhe application of the conversion rules. After the
directionality, the patterns refer to the left-to-rightpre-processing, the conversion is performed with the
order of tokens and the rules must explicitly specifyp2lp software (Alphonse et al., 2004), previously
the directionality of the generated SF dependenciessed to transform LG into the LLL competition for-

As an example, let us consider the rulemat (Aubin, 2005).
X 2L y] = ¥ 2% % The pattern matches two In the development of the LG-SF conversion and
tokens connected with an LG link of tyfev and SF Biolnfer, we make the following minor modifi-
generates the corresponding directukpassde- cations to the Stanford scheme. The scheme dis-
pendency. This rule applies twice in the linkagdinguishes nominal and adjectival pre-modifiers of
in Figure 1. It is an example of a rare case of &ouns, a distinction that is not preserved in the
one-to-one correspondence between an LG and BipInfer corpus. Therefore, we merge the nom-
SF type. Many-to-many Correspondences are mu(i;lﬂal and adjectival pre-modifier grammatical rela-
more common: in these cases, rules specify multipéons into a single relatiommod For the same rea-
restrictions and multiple rules are needed to gene$on, we do not distinguish between apposition and
ate all instances of a particular dependency type. Aabbreviation, and only use thepposdependency
a further example, we present the three rules belofype. Finally, we do not annotate punctuation.
which together generate all left-to-rightepdepen- ~ Schneider (1998) has previously proposed a strat-
dencies. An exclamation mark in front of a restric€9y for identifying the head word for each LG link,
tion denotes a negative restriction, i.e., the link mudtposing directionality and thus obtaining a depen-
not exist in order for the rule to apply. The link typesdency graph. Given the idiosyncrasies of the LG
are specified as regular expressions. linkage structures, this type of transformation into

dependency would clearly not have many of the nor-
[A MPMXEZX glig Cs cpija RSp] = A PSR malizing benefits of the LG-SF transforn?ation.
[A OTMV* glA BScl = A PR

MV prep 4.2 SF Biolnfer
AP BJIA BEcpic ™ Al = AEPB

For creating the Biolnfer corpus syntactic annota-
The first of the above three rules generatespiteg  tion in the Stanford scheme, the starting point of
dependency in the parse in Figure 1, withisoform the annotation process was the existing manual an-
andB=of. The variables<C andD are not bound to notation of the corpus in the LG scheme to which
any tokens in this sentence, as they only occur iwe applied the LG-SF conversion described in Sec-
negative restrictions. tion 4.1. The resulting SF parses were then manu-



ally corrected by four annotators. In the manual cor- 100 F——T—— I — — —
rection phase, each sentence was double-annotated, o,
that is, two annotators corrected the converted out- gg | i
put independently. All disagreements were resolved 70 | .
jointly by all annotators. 60 - .

To estimate the annotation quality and the sta- 20
bility of the SF scheme, we determined annotator 40 - ]

agreement as precision and recall measured against 28 I |
the final annotation. The average annotation preci- 1o | Pre@%‘fgg 7777777 4
sion and recall were 97.5% and 97.4%, respectively. o Lu ! ! ! . !
This high agreement rate suggests that the task was 0 20 40 60 80 100
well-defined and the annotation scheme is stable. Number of conversion rules

The Biolnfer corpus consists of 1100 sentenceE. . -
: jgure 4: Cumulative precision and recall of the con-
and, on average, the annotation consumed approxi-> .
. . version rules.
mately 10 minutes per sentence in total.

5 Evaluation A common source of errors in the LG-SF conver-

_ _ _ sion are the Link Grammadiomatic expressions
In this section, we first evaluate the LG-SF converghich are analyzed as a chain I6f links (0.7% of

sion. We then present an evaluation of the Charnialg) jinks in the Biolnfer corpus) and connected to the
Lease constituency parser and the BiolLG depefinkage always through their last word. Some exam-
dency parser on Biolnfer and GENIA. ples of LG idiomatic expressions includach other,
no one, come of age, gotten rid of, for goatdthe
like. These expressions are often problematic in the
In the evaluation of the conversion rules against th8F conversion as well. We did not attempt any wide-
gold standard SF Biolnfer annotation, we find a preecoverage systematic resolution of the idiomatic ex-
cision of 98.0% and a recall of 96.2%. Currentlypressions and, apart from the most common cases
the LG-SF conversion consists of 114 rules, eacduch asn vitro, we preserve the LG structure of con-
of which specifies, on average, 4.4 restrictions. Alnecting these expressions through their last word.
together the rules currently generate 32 SF depeWe note, however, that the list of idiomatic LG ex-
dency types, thus averaging 3.5 rules per SF typpressions is closed, and therefore a case-by-case res-
Only 9 of the SF types are generated by a singlelution leading to full coverage is possible, although
rule, while the remaining require several rules. Waot necessarily practical.
estimate that the current ruleset required about 100 Similar to the LG idiomatic expressions are the
hours to develop. SF dep dependencies, generated when none of the
In Figure 4, we show the cumulative precision an&F rules assigns a more specific type. In most cases,
recall of the rules when added in the descending odepis a result of a lack of coverage of the SF con-
der of their recall. Remarkably, we find that a recallersion rules, typically occurring in rare or idiomatic
of 80% is reached with just 13 conversion rules, 90%xpressions. We assume that many ofdbpdepen-
with 28 rules, and 95% with 56 rules. These fig-dencies will be resolved in the future, given that the
ures demonstrate that while the SF and LG schem&$- conversion and the SF dependency scheme itself
are substantially different, a high-recall conversiomre presented by the authors as a work in progress.
can be obtained with approximately fifty carefullyTherefore, we do not attempt to replicate most of
crafted rules. Additionally, while precision is con-the SFdepdependencies with the LG-SF conversion
sistently high, the highest-recall rules also have theiles; much of the effort would be obsoleted by the
highest precision. This may be related to the fagirogress of the SF conversion. Tepdependen-
that the most common SF dependency types haveces account for 23% of the total 3.8% of dependen-
straightforward correspondence in LG types. cies not recovered by the LG-SF conversion.

5.1 Evaluation of the conversion rules



Charniak-Lease BioLG BioLG
corpus | Prec. Rec. F | Prec. Rec. F scheme| Prec. Rec. F
GENIA | 81.2 81.3 81.3 76.9 72.4 74. LG 782 772 T7.
Biolnfer | 78.4 79.9 79.j 79.6 76.1 77.3 SF 79.6 76.1 77g

Table 1: Parser performance. Precision, recall anthble 2: BioLG performance on the Biolnfer corpus
F-measure for the two parsers on the two corpora. with and without the LG-SF conversion.

5.2 Evaluated parsers and corpora standard dependencies. The matching criterion re-
quired the correct words to be connected and the di-

The Charniak-Lease parser is a Statls'“Fection and type of the dependency to be correct.

cal constituency parser developed by Chat: ) .
niak and Lease (2005). It is an adaptation of thThe dependency-based evaluation results for the

Charniak parser (Charniak, 1999) to the biomedica hamiak-Lease and BioLG parsers on the GENIA

domain, For example, it uses a POS-tagger train(%aé]d Biolnfer corpora are shown in Table 1. We note
. , o
on the GENIA corpus, although the parser itself has at Clegg and Shepherd (2007) report 77% F-score

. . f f Charniak-L he GENIA cor-
been trained on the Penn Treebank. The Charma&fzr ormance o Charnia case on the G cor

: . . ._pus, using the collapsed variant of the SF scheme.
Lease parser is of particular interest, because in

. e replicated their experiment using the uncol-
recent comparison performed by Clegg.and She?épsed variant and found an F-score of 80%. There-
herd (2007) on the GENIA Treebank, it was th

) ... fore, most of the approximately 4% difference com-
best-performing of several state-of-the-art statlstlca? ;e app Y 40 . .
. pared to our finding reported in Table 1 is due to this
constituency parsers.

The LG ) le-based d d difference in the use of collapsing, with our mod-
_ne parseris a rule-based dependency parsgh .iinns to the SF scheme having a lesser effect.
with a broad-coverage grammar of newspaper-ty

Enalish. It h babilisti tand d e decrease in measured performance caused by
Nglish. fthas no probabilistic component and doeg, . collapsing is, however, mostly an artifact caused

_not perfgrm pruning of ambiguous alternatives durb merging several dependencies into one; a single
ing parsing. Instead, the parser generates all parsg%

. - stake of the parser can have a larger effect on the
accepted by the grammar. Simple heuristics are aBérformance measurement
plied to rank the alternative parses. '

Here, we evaluate a recently introduced adapb We find that while the performance of the
. ' . : ) ) “harniak-Lease parser is approximately 2 percent-
tation of LG to the biomedical domain, BioLG P PP yep

. ) age units better on GENIA than on Biolnfer, for
(Pyysalo et al., 2006), incorporating the GENIABioLG we find the opposite effect, with performance

POS tagger (Tsuruoka etal., 2005) as well as a nurTalbproximately 3 percentage units better on Biolnfer.

ber of modifications to lexical processing and thel.hus both parsers perform better on the corpora
grffll_m:cna.rl.'t te th , ¢ its with th closer to their native scheme. We estimate that this
0 facilitate the comparison ot resufts wi 9SQotal 5 percentage unit divergence represents an up-

0]: géﬁﬁ:r_}_d Sgep%ef’ Vgggsi trf:eirlrlnooodggcli SbeSSL.r limit to the evaluation bias introduced by the two
0 reebank. As ofthe I0INTET sets of conversion rules. We discuss the possible

sentences have previously been used in the develoé?iuses for this divergence in Section 5.4

ment O.f the BioLG parser, we on!y use the remaining To determine whether the differences between the
500 blind sentences of Biolnfer in the evaluation. two parsers on the two corpora were statistically
significant, we used the Wilcoxon signed-ranks test
for F-score performance using the Bonferroni cor-
To eyaluate the p_er_formance of the parsers, we dgsction for multiple comparisons\{ = 2), follow-
termined theprecision recall and F-measureby g the recent recommendation of Dgan (2006).
comparing the parser output against the corpus golge find that the Charniak-Lease parser outperforms
“htt p: / / chomsky- ext . cryst . bbk. ac. uk/ BioL G statistically significantly on both the GENIA
andr ew/ downl oads. ht ni corpus f < 0.01) and on the Biolnfer corpus

5.3 Parser performance



conj 6 Conclusions
>
/<nm)dﬁccl<dep r<nrmd1

Z protein but not c-myb prote We have presented a step towards unifying syntactic
feo conl 1 annotations under the Stanford dependency scheme
<nmod| " Jdep>, (~<nmod and assessed the feasibility of this unification by

z rotein but not c-myb prote . . . .
P vooP developing and evaluating a conversion from Link

Figure 5: Example of divergence on the interpretagramm"’Ir to the Stanford scheme. We find that a

tion of the Stanford scheme. Above: GENIA anc[1igh|y reliable transformation can be created, giv-

i 0 0 -
Stanford conversion interpretation. Below: Biolnfe/"d & Precision and recall of 98_'(% and 96.2%, re
and LG-SF rules interpretation. spectively, when compared against our manually an-

notated gold standard version of the Biolnfer cor-
pus. We also find that the performance of the BioLG

(p < 0.01). Thus, the relative performance of theParser is not adversely affected by the conversion.
parsers can, in this case, be established even in thé&en the clear benefits that the Stanford scheme

presence Of Opposing Conversion biases on the tvms for domain anaIySiS, the ConverSion increases the
corpora. overall suitability of the parser to IE applications.

In Table 2, we present an evaluation of the BioLGBased on these results, we conclude that converting

parser with and without the LG-SF conversion,to the Stanford scheme is both feasible and practical.

specifically evaluating the effect of the conversion _Further, we have de"e"_’peo' a version of the
presented in this study. Here we find a substantiall iolnfer corpus annotated with the Stanford scheme,
ereby increasing the usability of the corpus. We

more stable performance, including even an increa - i r
applied the LG-SF conversion to the original LG

in precision. This further validates the quality of the”" ; ; q I 4 th
conversion rules. Biolnfer annotation and manually corrected the er-

rors. The high annotator agreement of above 97%

Finally, we note that_the processing time require recision and recall confirms the stability of the SF
to perform the conversions is insignificant compare cheme

o the time consumed by the parsers. We have also demonstrated that the unification
. _ permits direct parser comparison that was previously
5.4 Discussion impossible. However, we found that there is a cer-
Evaluating BioLG on GENIA and the Charniak-te?1In accur_nulatlon_ of errors caused by th conver-
. . : sion, particularly in a case when two distinct rule
Lease parser on Biolnfer includes multiple sources . : .
. I .. sets are applied. In our case, we estimate this error
of divergence. In addition to parser errors, differ- .
. to,be on the order of several percentage units. Nev-
ences can be created by the LG-SF conversion and : )
. . . . _ertheless, we were able to establish the relative per-

the Stanford conversion. Moreover, in examinin

the outputs we identified that a further source cﬂprmance of the parsers with strong statistical signif-

divergence is due to differing interpretations of th icance. These results demonstrate the utility of the

Stanford scheme. One such difference is iIIustratetlé?]nfS\rlg ig?j?;? ;na:ur?[lr% I:;t%;\ggtggg;gi giari?fr?;a_
in Figure 5. Here the BioLG parser with the LG-__

: . . Stanford scheme would further increase its value.
SF conversion produces an analysis that differs from

the result of converting the GENIA Treebank analyacknowledgments

sis by the Stanford conversion. This is due to the

Stanford conversion producing an apparently flawe#e would like to thank Erick Alphonse, Sophie
analysis that is not replicated by the LG-SF converAubin and Adeline Nazarenko for providing us with
sion. In certain cases of this type, the lack of a dethe Ip2lIp software and the LLL conversion rules. We
tailed definition of the SF scheme prevents distinwould also like to thank Andrew Brian Clegg and
guishing between conversion errors and intentiondldrian Shepherd for making available the data and
analyses. This will necessarily lead to differing in_evaluation tools used in their parser evaluation. This
terpretations, complicating precise evaluation. ~ research was supported by the Academy of Finland.
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