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Abstract. Electronic patient information systems include numerous
functionalities to support clinical judgment and decision-making, but
their capabilities to analyze free-text narratives are limited. We apply
Hidden Markov Models to divide Finnish intensive care nursing notes
into topically coherent segments and assign a topic label to each segment.
The method notably outperforms a keyword-based baseline already with
a relatively small amount of training data. The result holds the promise
of increased information search speed and a more comprehensive overall
picture about patients.

1 Introduction

Modern electronic patient information systems include numerous functionalities
to support clinical judgment and decision-making [1]. For example, they gen-
erate statistics, trends and alerts from the patient data. However, although a
substantial amount of information is documented as free-text notes, referred
to as narratives, automated processing is typically limited to the numerical or
structured parts of the patient records. Text mining applications in clinical use,
such as MedLEE [2] and Autocoder [3] for English text, are rare in particular
for minority languages.

In this study, we present a text segmentation and topic labeling (TS & TL)
method for dividing Finnish narratives automatically into topically coherent,
non-overlapping segments (Figure 1). The resulting type of structure has been
empirically shown to increase the information search speed of clinicians [4]. The
domain we consider is intensive care (IC), as its complexity, information richness,
and fast pace make decision-making particularly challenging.

In the clinical domain, TS techniques have previously been applied, for exam-
ple, to temporal order analysis of medical discharge summaries [5]. The method
solves the problem sequentially by using a statistical parser to segment the sen-
tences into clauses, a classifier to predict the segment boundaries between the
clauses and finally another classifier to decide for every segment pair their time-
wise order. Another application related to this study is TS & TL of medical
narratives from radiology and urology departments [6]. Although it contains
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Fig. 1. An anonymized illustration of the Finnish data accompanied with its English
translation preserving typographical errors and an example segmentation into topics.

a classifier based on the order of sections and other statistical features of the
training data, it mainly relies on hard-coded headlining rules, linguistic cues
and lexical patterns seen within training examples. Finally, a system classifying
segments of IC patient narratives with respect to the topics of breathing, blood
circulation and pain has been introduced [7]; it does not, however, perform au-
tomated TS at all.

2 Patient data and its linguistic processing

Anonymized nursing narratives® of 516 adult IC patients were used in this study.
They covered the whole in-patient time and were written mainly for intra-unit
information exchange. We chose these notes because their use in direct care is
hindered due to the large quantity of text.

The data set included altogether 17140 patient and nursing shift-specific
documents, which we call shifts (Figure 1). Each shift contained, on average, 73
tokens (including punctuation). The vocabulary was highly specialized, with a

3 Collected retrospectively from January 1, 2005 to August 1, 2006 with proper permis-
sions (Statutes of Finland: Medical research act 488/1999 and decree 986/1999) for
the Louhi project (www.med.utu.fi/hoitotiede/tutkimus/tutkimusprojektit/louhi).
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Fig. 2. A histogram illustrating the number of topics discussed per shift.

substantial amount of unit-specific practices and domain terminology. Approx-
imately half of the shifts were structured by using colon-separated, but non-
standardized, headings, as Hemodynamics, HAEMODYNAMICS, H e m o d,
and Homedynamics. The most common documentation topics were breathing,
hemodynamics, consciousness, relatives, and diuresis. We selected these to be
used as TS topics due to their prevalence in the narratives; by recognizing them
automatically, building an overall picture about their development in time could
be supported, for example, through topical highlighting.

To create topic-annotated data for experiments, we randomly chose three
shifts per patient from the records of 135 patients and tagged text segments rel-
evant to the five most common topics by using the Knowtator tool [8] of Protégé
3.3.1 Ontology Editor and Knowledge Acquisition System®. Irrelevant parts were
given the label other. With problematic phrases, an IC nursing specialist was con-
sulted. The average shift length was 78 tokens while the average segment length
was only 18 tokens. Typically, all or almost all five topics were discussed within
one shift although 34 shifts contained none of the topics (Figure 2).

To reduce data sparseness caused by the highly inflective nature of Finnish,
we lemmatized the data using a version of the FinTWOL Finnish morphological
analyser® [9] whose lexicon was extended by approximately 3500 clinical domain
terms. For every word analyzed by FinTWOL, we used the first lemma given.

3 Method and its performance evaluation setting

Let us denote the topics of interest as ¢;,7 € {1,...,N;}. Our TS & TL task
is to infer for the input word sequence w = [w(1)...w(T)] the topic sequence
q = [q(1)...q(T)], where w(t) belongs to the vocabulary {wy,...,wy,} of Ny
unique words and ¢(t) € {q1,...,qn,} for all t € {1,...,T}. A convenient way
to model this sequence labeling problem is to use a first-order Hidden Markov
Model (HMM) (see, e.g., [10]), where a particular hidden variable ¢(t) only
depends on the previous hidden state g(t — 1), an observed variable w(t) is only
dependent on the value of the hidden variable ¢(¢), and the random variable

* http://protege.stanford.edu/
® http://www.lingsoft.fi/



describing the start of the chain is uniformly distributed. Formally, if Q is the
space of all hidden state sequences, we infer the best ¢ by solving

arg max P(w(D]g(1)) [ Plw(n)la(®) Pla(®)la(t — 1))
t=2

We trained the HMM with approximately half of the annotated shifts and
tested it with the other half. No patient record was divided between the two
sets. The smoothing model and its parameter were selected on the training set
by a separate search of the parameter space so as to avoid over-fitting the test
set. The selected optimal model was Lidstone (add-y) smoothing (see, e.g., [11,
p. 204]) with v = 0.3.

The baseline algorithm implements a simple topic keyword search: We first
searched for the five topic keywords. Then, we assigned each word to a labeled
segment corresponding to the previous seen topic until the end of the shift. We
gave the assigned label at the start of each shift the initial value of other. This
baseline was chosen because it inherently resembles the documentation structure.
To allow the baseline to benefit from the normalizing effect of morphological
analysis, TS & TL was performed with the data processed with FinTWOL. In
evaluation, we measured the token-wise average TL accuracy over the whole test
data.

4 Results and conclusion

HMM performing TS & TL of IC nursing notes with the lemmatized text notably
outperformed the keyword-based baseline of 66.95% already with as few as 2000
words of training data (Figure 3). This corresponds approximately to tagging 20
shifts like the one given in Figure 1. The performance increase can be seen to level
off after about 8000 words. Linguistic processing contributed to the performance,
but its significance diminished by increasing the amount of training data: the
accuracy of HMM with the lemmatized data was 82.93%, whereas the respective
number without lemmatization was 81.22%.

Our results hold promise for improving the functionality of electronic patient
information systems: the method is easy to implement and its integration should
be relatively straightforward. Highlighting of the most prevalent topics is likely
to expedite information search and offer improved capabilities to build an overall
picture about their development in time. In order to allow freely chosen segmen-
tation topics, we have also developed an unsupervised method for the task [12].
Future work will include a pilot study testing our methods in clinical use. Other
interesting research directions are generating trends and summarizing text on
the basis of the automatically topic-labeled narratives.
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Fig. 3. Learning curves for the HMMs with and without linguistic processing and the
overall accuracy of the keyword-based baseline.
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