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Abstract. Leveraging the power of increasing amounts of data to analyze cus-
tomer base for attracting and retaining the most valuable customers is a major 
problem facing companies in this information age. Data mining technologies 
extract hidden information and knowledge from large data stored in databases 
or data warehouses, thereby supporting the corporate decision making process. 
In this study, we apply a two-level approach that combines SOM-Ward cluster-
ing and decision trees to conduct customer portfolio analysis for a case  
company. The created two-level model was then used to identify potential high-
value customers from the customer base. It was found that this hybrid approach 
could provide more detailed and accurate information about the customer base 
for tailoring actionable marketing strategies. 

Keywords: Customer relationship management (CRM), customer portfolio 
analysis (CPA), Self-organizing maps (SOM), Ward’s clustering, decision trees. 

1   Introduction 

For a long time, the focus of modern companies has been shifting from being product-
oriented to customer-centric organizations. In the industry it is commonly held that 
maintaining existing customers is more cost-effective than attracting new ones, and 
that 20% of customers create 80% of the profit [1,2]. Reichheld and Teal [3] also 
point out that a 5% increase in customer retention leads to a 25–95% increase in com-
pany profit. Therefore, companies are focusing attention on building relationships 
with their customers in order to improve satisfaction and retention. This implies that 
companies must learn much about their customers’ needs and demands, their tastes 
and buying propensities, etc., which is the focus of Customer Relationship Manage-
ment (CRM) [4]. For CRM purposes, data mining techniques can potentially be used 
to extract hidden information from customer databases or data warehouses. 

Data mining techniques can potentially help companies efficiently conduct Cus-
tomer Portfolio Analysis (CPA), which is the process of analyzing the existing and 
potential value of customers, thereby allocating limited resources to various customer 
groups according to the corporate strategy [4,5]. In this study, we propose a hybrid 
approach that combines the Self-Organizing Map (SOM)-Ward clustering [6,7] and 
decision trees for conducting CPA, aiming to create a more informative model for 
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focused marketing efforts, compared to using either method alone. First, we use 
SOM-Ward clustering to conduct customer segmentation, so that the customer base is 
divided into distinct groups of customers with similar characteristics and behavior. 
This will allow us to identify the characteristics that separate high-spending customers 
from low-spending customers. Then, a decision tree technique will be used to further 
explore the relationship between customers’ spending amounts and their demographic 
and behavioral characteristics. Finally, the trained decision tree model will be used to 
identify the segments with development potential, as well as customers in the group 
displaying mid-range spending that have similar characteristics as the high-spending 
customers. This group thus represents potential high-value customers if correctly 
activated. By extension, this type of analysis would allow companies to adjust their 
marketing efforts in order to better fit their customers’ needs and demands, not only 
helping to enhance their relationship with important customers but also cutting down 
on advertising costs and improving the profitability of the entire customer base.  

Although the SOM-based approach and Decision Trees have been used for market 
segmentation, classification, and data exploration problems individually, these two 
approaches have not to our knowledge previously been combined to perform CPA. A 
dataset of more than one million customers was used to create the models. 

The remainder of this paper is organized as follows. Section two introduces the 
methodology (SOM-Ward and Decision Trees) and the data used in this study. Sec-
tions three and four document the training and analysis of the SOM-Ward and Deci-
sion Tree models respectively. In Section five, the trained Decision Tree model is 
used to analyze unclassified customers in order to identify their market potential. 
Section six presents our conclusions. 

2   Methodology 

2.1   The SOM and SOM-Ward Clustering 

The SOM is a well-known and widely used unsupervised neural network that is able 
to explore relationships in multidimensional input data and project them onto a two-
dimensional map, where similar inputs are self-organized and located together [8]. 
Additionally, as an unsupervised artificial neural network (ANN), the SOM is a data-
driven clustering method. In other words, it works with very little a priori information 
or assumptions concerning the input data. Moreover, the SOM is able to compress the 
input data while preserving the topological relationships of the underlying data struc-
ture [8]. For these reasons, the SOM is considered an important tool for conducting 
segmentation tasks. The algorithm is well-known and will, therefore, not be further 
presented in this paper. Readers are referred to Kohonen [8] for details concerning the 
algorithm. 

The SOM has been widely applied as an analytical tool in different business-
related areas [9-11], including market segmentation [12-14]. In the above mentioned 
studies, the SOM is used alone, compared with, or used in conjunction with other 
clustering techniques for conducting market segmentation tasks. Vesanto and Alho-
niemi [15] proposed a two-level approach, e.g., SOM-Ward clustering, for conducting 
clustering tasks. First, the dataset is projected onto a two-dimensional display using 
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the SOM. Then, the resulting SOM is divided into groups. Lee et al. [14], adopting 
the two-level SOM (using SOM and K-means clustering), conducted a market seg-
mentation of the Asian online game market and found that the two-level SOM is more 
accurate in classification than K-means clustering or the SOM alone. Samarasinghe 
[16], comparing two clustering methods (SOM-Ward and K-means clustering) drew 
the conclusion that SOM-Ward clustering resulted in better representations of the top 
and middle clusters than K-means alone.  

 As was previously mentioned, SOM-Ward clustering is a two-level clustering ap-
proach that combines the SOM and Ward’s clustering algorithm. Ward’s clustering is 
an agglomerative (bottom-up) hierarchical clustering method, which starts with a 
clustering in which each map node is treated as a separate cluster. The two clusters 
with the minimum distance are merged in each step until there is only one cluster left 
on the map [7]. SOM-Ward’s clustering is a modification of Ward’s clustering which 
limits cluster agglomeration to topologically neighboring nodes.  

2.2   The Decision Tree 

A Decision Tree is a supervised data mining technique that can be used to partition a 
large collection of data into smaller sets by recursively applying two-way and/or 
multi-way splits [17]. Compared to other data mining techniques, the Decision Tree 
has many advantages. First, as opposed to “black box” data mining techniques, the 
Decision Tree produces straightforward rules for classification and prediction pur-
poses. Second, it is relatively insensitive to outliers [17] and skewed data distributions 
[18,19], and some decision tree algorithms are even capable of dealing with both 
numeric and nominal variables [19]. Thirdly, the decision tree is also a significant 
data exploration tool that can potentially be used to unveil the relationship between 
candidate independent and dependent variables. It can also be used to identify the 
significant variables for predicting the dependent variable [17]. These advantages 
make the decision tree applicable to a wide variety of business and marketing prob-
lems. For example, Fan et al. [20] adopted the decision tree to identify significant 
determinants of house prices and to predict these. Abrahams et al. [21] used decision 
trees to create a marketing strategy for a pet insurance company. Sheu et al. [22] 
adopted it to explore the potential relationship between important influential factors 
and customer loyalty. The findings of these studies inspire us to adopt the decision 
tree to explore the relationship between customers’ purchase amounts and customers’ 
demographic and behavioral characteristics, with special attention to the characteris-
tics of high- and low-spending customers. 

In this study, the CART algorithm [23] is employed to construct a binary classifi-
cation tree. It is a tree-based classification method that uses recursive two-way parti-
tioning to split the training records into segments where the records tend to fall into a 
specific class of the target variable. In other words, the records in the terminal nodes 
tend to be homogeneous with regard to the target variable. The CART algorithm em-
ploys an exhaustive search for the best independent variable for classification pur-
poses at each split. First, the algorithm checks all possible independent variables and 
their potential values at each split. Then, the algorithm chooses an independent vari-
able that maximizes within-node purity to split the node. We use the Gini index of 
diversity [23] to measure the improvement in purity at each split. For example, if all 
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the records in a node fall into a specific class of dependent variable, the node is con-
sidered pure; however, if the records of each class are proportionate, the node is con-
sidered impure. This process is repeated until some user-specified criteria are met, 
e.g., the maximum tree depth, the minimum number of records in a node or the mini-
mum change in within-node purity improvement [17]. When the tree growing process 
ends, there is a unique path from the root to each terminal node. These paths can be 
considered a set of if-then rules that can be used to classify the records. 

2.3   The Data 

The case company is a national retailer belonging to a large, multiservice Finnish 
corporation. The corporation uses a common loyalty card system which offers card-
holders various discounts and rewards for purchases. The cardholder is required to 
provide basic personal information in order to register for the loyalty card, and their 
transactional information is collected and recorded in the system. The dataset, con-
taining 1,480,662 customers, was obtained through the loyalty card system, and con-
tained sales information from several department stores in Finland, for the period 
2006-07.  The dataset consists of ten variables that fall into two categories: demo-
graphic and behavioral variables. 

The demographic variables consist of the following: 

• Age 
• Gender: 0 for male, 1 for female. 
• Mosaic group: The Mosaic group is a socio-economic ranking system that builds 

upon 250-by-250 meter map grid cells covering all the populated areas of Finland. 
Each map grid contains an average of seven households. The ranking system com-
bines census data with marketing research data to classify the whole population of 
Finland into nine groups: A, B, C, D, E, F, G, H, and I. Each map grid can be as-
signed to one of the nine groups. The households living in the same map grid can 
then be described in terms of socio-demographics, such as education, lifestyle, cul-
ture, and behavior.  

• Mosaic class: Based upon the Mosaic group, the Mosaic class divides the nine 
Mosaic groups further into 33 subclasses. 

• Estimated probability of children: This variable divides households into ten groups 
of equal size, based upon the probability of them having children living in the same 
household. A higher value in this variable indicates that the family is more likely to 
have children living at home. Possible values are from one to ten. 

• Estimated income level: Predicts customers’ income level. The higher the value, 
the wealthier the household is considered. Possible values are one, two and three. 
The behavioral variables consist of the following: 

• Loyalty point level: Based on the average spending amount per customer in the 
corporate chain (the case company is one service provider in the corporate chain), 
this variable divides customers into five classes: zero, one, two, three, and four. A 
higher value in loyalty point level is an indication of a customer’s larger spending 
amount in the entire corporate chain.  

• Customer tenure: Number of years since the customer’s registration. 
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• Service level: Measures how many service providers in the corporate chain the 
customer has used in the last 12 months. 

• The spending amount: Records the total spending amount of each customer during 
the period 2006-2007. 

3   The SOM-Ward Model 

3.1   Training the SOM-Ward Model 

The training of the SOM-Ward Model was carried out using Viscovery SOMine 5.0 
(http://www.viscovery.net/), which is based upon the batch SOM algorithm [8]. 
SOMine is a user friendly SOM implementation with a number of analytical tools 
embedded, including automated two-level clustering using three clustering algo-
rithms, i.e., SOM-Ward, Ward and SOM Single Linkage [24].  

To begin with, we preprocessed data to ensure the quality and validity of the clus-
tering result. The Mosaic group is a categorical variable that is not orderly ranked. 
Since the SOM requires numeric input, we converted the Mosaic group into nine 
binary variables (either 0 or 1). In addition, the Mosiac class variable was excluded 
from the SOM-Ward Model as each of the 33 sub-classes of the Mosaic class would 
have required a dummy variable, which would made visualization extremely difficult.  

Assigning a higher priority factor (default is 1) to some variables can be used to 
give them additional weight and importance in the training process [8], while reduc-
ing the priority factor can be used to achieve the opposite. If the priority of a variable 
is set to zero, the variable has no influence on the training process. We assigned the 
priority factor of spending amount to 1.4, aiming to give it more influence in the train-
ing process. In the pilot tests, it was discovered that the Mosaic group binary variables 
dominated the segmentation result, leading to clusters exclusively defined by a par-
ticular Mosaic group. Therefore, the priority factor of the Mosaic group was set to 
0.1. Thus, the Mosaic group data had little influence on the segmentation result, but 
their distributions in the segments can be investigated when the map has been trained. 
The priority factors for estimated probability of children and estimated income level 
were set to 0.5, considering that both variables are based upon estimates and might 
thus involve some uncertainties. In addition, in order to achieve a more interpretable 
segmentation result, we slightly adjusted the priority factors of the other variables as 
well, again based upon the results of the pilot tests. The priority factors of age, gen-
der, service level and customer tenure were adjusted to 1.1, 0.9, 0.9 and 0.8, respec-
tively. Finally, the data were scaled in order to make sure that no variable received 
undue scale-related bias and to ease the overall training process. Total spending 
amount and customer tenure were scaled according to range while the rest of the vari-
ables were normalized by variance. This step was done automatically by the software. 
No transformation (e.g., sigmoid or logistic) was applied.  

SOMine requires very few parameters for training, mainly because of the batch 
training process used. The user is only required to provide the map size, map ratio and 
tension [24]. The default map size is 1,000 nodes. By comparing a set of maps trained 
in the pilot tests, we chose a map containing 600 nodes to visualize the result. A 
smaller map is better suited for clustering [25]. The tension parameter is used to  
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specify the neighborhood interaction. A lower tension will result in a map that adapts 
more to the data space, resulting in a more detailed map. On the other hand, a higher 
tension tends to average the data distribution on the map. Based upon the pilot test 
results, a map generated with the default setting (0.5) was chosen.  

3.2   Analysis of the SOM-Ward Model 

The characteristics of each segment were identified by examining the variables’ com-
ponent planes (displayed in Fig. 1), which show the distributions of each variable 
across the map. The colors of the nodes in the component planes visualize the value 
distribution of each variable. Cool colors (blue) indicate low values, while warm ones 
(red, yellow) indicate high values. Values are indicated by the color scales under the 
component. For instance, high spending customers were mainly found in Segments 
One and Two, while long-standing customers are mainly found in Segment Five. In 
addition to the component planes, two bar charts also illustrate the characteristics of 
each segment (Fig. 2 and Fig. 3). The height of a bar measures the extent to which the 
mean value of a variable in a segment deviates from that of the entire data set. The 
unit of the x-axis is the standard deviation of the entire data set. In this way, both the 
component planes and the bar charts can visually represent the important characteris-
tics of each segment. A description of each segment follows. 

 

Fig. 1. The component planes of the map 

Segment One: Exclusive customers 
There are 25,425 customers in Segment One, accounting for 1.7% of the whole cus-
tomer base. According to Fig. 1 and Fig. 2, the average total purchase amount in this 
segment is the highest among the seven segments. These customers are mainly fe-
male, having a relatively high loyalty point level. Fig. 3 shows that the customers 
belonging to this segment are most likely to belong to Mosaic groups A, C, D, and E. 
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Segment Two: High spending customers 
In this segment, there are 177,293 customers, accounting for 12.0% of the customer 
base. Fig. 1 and Fig. 2 show that that most of them, mainly female, are high spending 
customers. Some of them are around 60 years old, and some have a high loyalty point 
level. A large percentage of them display a high service level, indicating that they also 
use many other service providers in the corporate chain. Fig. 3 reveals that customers 
belonging to this segment are likely to be from Mosaic groups A, C, D, and E. 

 

Fig. 2. Bar chart illustrating the characteristics of each segment 

 

Fig. 3. Bar chart illustrating the proportion of each mosaic group in each segment 
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Segment Three: Customers with high loyalty point level 
There are 283,265 customers in this segment, accounting for 19% of the customer 
base.  Fig. 1 shows that they have a very high loyalty point level. They use many 
other service providers in the corporate chain, but their spending amount in the case 
company is not large. The probability of these customers having children at home is 
high. Fig. 3 shows that customers in this segment are likely to be from Mosaic groups 
B, H, and I. 

Segment Four: Relatively young female customers 
There are 303,588 customers in this segment, accounting for 20.5% of the customer 
base. Fig. 1 and Fig. 2 show that these customers are mainly females who are much 
younger than the average of the customer base, and some have a large probability of 
having children in the same household. However, their spending amount, loyalty 
point level, service level and customer tenure are below average.  

Segment Five: Long-standing customers of the corporate chain 
There are 116,537 customers in this segment, accounting for 7.9% of the customer 
base. Fig. 1 reveals that these customers have been customers of the corporate chain 
for a long time. They widely use other service providers in this corporate chain, but 
their spending amount in the case company is not high. Compared to other segments, 
these customers are older and their estimated probability of having children living at 
home is small. However, some of them have a very high loyalty point level. Fig. 3 
indicates that it is likely that these customers belong to Mosaic groups D, F, and I.  

Segment Six: Relatively old female customers 
Segment Six has 227,194 customers, accounting for 15.3% of the customer base. Fig. 
1 shows that these customers are comparatively senior to those in other segments. 
Although they are senior in age, they are not long-standing customers of the corporate 
chain and their spending amount is not large. They are mainly female, and have a low 
probability of having children living in the same household. Fig. 3 shows that these 
customers often belong to Mosaic group F.  

Segment Seven: male customers 
There are 347,410 customers in Segment Seven, accounting for 23.5% of the cus-
tomer base. Fig. 1 shows that these customers are mainly male. They have a low 
spending amount, and some of them have a high estimated income level. 

4   The Decision Tree Model 

4.1   Training the Decision Tree Model 

The training of the Decision Tree Model is carried out with The PASW Decision 
Trees module (http://www.spss.com/statistics/).  

A binary target variable, i.e., the variable of high- and low-spending customers, is 
created for the Decision Tree Model. From the analysis of the SOM-Ward Model, we 
found that the customers in Segments One and Two, i.e., those who spend much in the 
company, account for 13.7% of the customer base. Therefore, we arranged the cus-
tomers in sequence, from the lowest to highest according to their total purchase 
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amounts. The top 13.7% of the customers are labeled high-spending customers, and 
the bottom 13.7% are labeled low-spending customers. Customers in the middle, 
whose spending amount are not clearly high or low, were excluded from the training 
set. These customers will be further analyzed in Section 5.  

Compared to that of the SOM-Ward Model, the data preprocessing of the Decision 
Tree Model is much simpler. First, the CART algorithm is able to construct a decision 
tree model by training continuous and/or categorical predictor variables [26]. Next, 
the CART algorithm uses surrogates to handle missing values on independent vari-
ables [17]. Thus, observations containing independent variables that include missing 
values are not excluded from the training process. Instead, other independent vari-
ables that are highly correlated with the independent variable containing missing 
values are used for classification. Lastly, the decision tree is relatively insensitive to 
outliers and skewed data distributions [17]. The above factors reduce the data pre-
processing efforts required for training the decision tree. In the Decision Tree Model 
we used such variables as Mosaic class, which are not easily used in the SOM-Ward 
Model.  

The maximum number of levels in the tree was limited to five and the minimum 
number of records in a node was set to 1,000, in order to prevent the Decision Tree 
from becoming very complex. A complex model, from which too many rules are 
extracted, would not only make the rules hard to generalize into actionable marketing 
strategies, but would also increase the risk of overfitting. The final model was chosen 
based upon ten-folds cross validation. 

4.2   Analysis of the Decision Tree Model 

Appendix 1 shows the created Decision Tree Model. The tree grows from left to right, 
with the root node (0) located on the left and terminal nodes on the right, with each 
non-terminal node having two child nodes. The set of two child nodes represents the 
answers to the decision rules for splitting the records, and these rules are printed on 
the lines connecting each node to its child nodes. The variable used to split the root 
node (node 0) is gender. The algorithm compares the classification results produced 
by all independent variables, and gender is found to lead to the largest improvement 
of within-node purity. Female customers are in the upper branch of node 0 and male 
customers are in the lower branch. At node 2, we find that restricting the records to 
female customers leads the percentage of high-spending customers to increase from 
50% to 60.7%. On the other hand, at node 1, restricting the records to male customers 
leads the percentage of low spending customers to increase from 50% to 77.2%. After 
the initial split, the decision tree uses loyalty point level to further divide node 1 and 
node 2 into nodes 3 and 4, and nodes 5 and 6, respectively. The tree shows that a 
customer with a higher loyalty point level is more likely to be a high-spending cus-
tomer. For example, when comparing nodes 5 and 6 (the children nodes of node 2), 
we find that the proportion of high value customers in node 6, i.e., female customers 
with a loyalty point level above 1, increases compared to that of node 1, while the 
proportion of high value customers in node 5 decreases compared to that of node 2. 
The same pattern also appears at the splits of nodes 3, 12, 28 and 30.  In addition, the 
splits at nodes 4, 6, and 26 clearly show that customers belonging to Mosaic groups 
A, C, D, and E are more likely to spend more. Moreover, the splits at nodes 9 and 13 
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indicate that customers belonging to Mosaic classes 11, 12, and 17 are more likely to 
spend more in the company. 

As shown in Appendix 1, the process of recursive partitioning does not stop until 
the tree grows to the terminal nodes. The paths to these terminal nodes describe the 
rules in the model. The primary focus of this analysis is to identify the characteristics 
of high- and low-spending customers. Therefore, among all the terminal nodes, we 
will select four terminal nodes with the highest percentage of high-spending custom-
ers, and two terminal nodes with the highest percentage of low-spending customers. 
The paths from the root node to the six selected terminal nodes are interpreted as 
characteristics that identify high-spending and low-spending customers.  

High-spending customers – Group One: Node 27 
This node has 21,526 customers, out of which 92.3% are high-spending customers. 
The characteristics of the customers in this node are, in order of importance: 

1. They are female.  
2. Their loyalty point level is larger than 1.  
3. They belong to Mosaic classes 11, 12, and 17. 

High-spending customers – Group Three: Node 50 
This node has 22,172 customers, 83.4% of which are high-spending customers. Their 
characteristics are: 

1. They are female customers. 
2. Their loyalty point level is larger than 3. (We combined the rules applied at 

nodes 2 and 28, because the loyalty point level is used twice.) 
3. They belong to Mosaic classes 2, 3, 9, 10, 13, 14, 15, and 16. 

High-spending customers – Group Four: Node 19 
This node has 1,205 customers, out of which 82.8% are high-spending customers. 
Characteristics of the customers in this node are: 

1. They are male.  
2. Their loyalty point level is larger than 3.  
3. They belong to Mosaic classes 11, 12, and 17.  

Low-spending customers – Group Five: Node 41 
This node has 7,144 customers, out of which 98.3% are low-spending customers. 
Characteristics of the customers in this node are: 

1. They are female.  
2. Their loyalty point level is less than or equal to 3.  
3. They are less than 18.5 years old. 
It is also noted that node 23 (the parent node of node 41) also has a very large per-

centage of low-spending customers. It restricts the age to less than or equal to 20.5. 

Low-spending customers – Group Six: Node 31 
This node has 7,624 customers, out of which 96.9% are low-spending customers. The 
characteristics of the customers in this node are: 

1. They are male.  
2. Their loyalty point level is less than or equal to 1.  
3. Their customer tenure with the corporate chain is less than 4.5 years. 
4. They are less than 26.5 years old. 
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It is also noted that node 15 (the parent node of node 31) also has a very large per-
centage of low-spending customers. However, it has no restriction on age. 

5   Customer Portfolio Analysis  

Based upon the results of the SOM-Ward and the Decision Tree analyses, we divide 
the customer base into three groups: high-spending customers, low-spending custom-
ers, and customers with development potential. The SOM-Ward model shows that 
there are seven segments. They are: 

1. Exclusive customers 
2. High spending customers 
3. Customers with high loyalty point level 
4. Relatively young, female customers 
5. Long-standing customers of the corporate chain 
6. Relatively old, female customers 
7. Male customers 

The map shows that Segments One and Two are high-spending customers. Our pur-
pose is to now identify which of the Segments Three, Four, Five, Six, and Seven have 
development potential in terms of spending amounts. We will do this by identifying 
segments that consist of customers displaying similar characteristics as those in Seg-
ments One and Two. 

We use the decision tree to identify the characteristics that can tell high-spending 
customers from low-spending ones. The confusion matrix of correct and incorrect 
classifications in Table 1 illustrates the accuracy of the decision tree model. 

Table 1. The prediction performance of the decision tree 

Predicted Observed 
Low-spending 

customers 
High-spending 

customers 
Percent Correct 

Low-spending 
customers 

125,743 75,685 62,4% 

High-spending 
customers 

34,745 166,683 82,8% 

Overall  
Percentage 

39.8% 60.2% 72.6% 

 
Table 1 shows that the overall accuracy of the model is 72.6%. 82.8% of the high-

spending customers are correctly classified, while only 62.4% of the low spending 
customers are correctly classified. As our main objective was to build a model that 
can identify potential high-spending customers, the cost of incorrectly classifying a 
high-spending customer as a low-spending one is higher than the cost of incorrectly 
classifying a low-spending customer as a high-spending one. Therefore, this accuracy 
rate is acceptable.  
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Fig. 4. Percentages of customers in each segment identified as having development potential  

 

Fig. 5. The propensity scores for the different segments 

We then ran all the cases in Segments Three, Four, Five, Six, and Seven through 
the decision tree model that was created. The ones that we can identify as possessing 
the same characteristics as the high–spending customers will be our potential group. 
As the clustered bar chart in Fig. 4 indicates, the customers in Segments Six and 
Three have more development potential than the customers in the other segments. 
Each terminal node is a mixture of high-spending customers and low-spending cus-
tomers. The predicted value is the category with the highest proportion of cases in the 
terminal node for each case. Therefore, it is possible to use the model to predict these 
unclassified cases using propensity scores. The propensity score ranks the likelihood 
of the prediction from 1 (likely to be a high-spending customer) to 0 (not likely to be 
a high-spending customer). For example, if an unclassified case has the same  
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characteristics as node 27 in the decision tree model, it will be assigned a propensity 
score of 0.923, as 92.3% of the cases in node 27 are high-spending customers. The 
Histogram of the distribution of propensity scores of Segments Three, Four, Five, Six, 
and Seven is shown in Fig. 5. 

This figure reveals that the customers in Segment Three are most likely to be po-
tential high value customers, while the customers in Segment Seven are least likely to 
be potential high value customers. After running all of the data outside of the 27.4% 
(high and low spending) that were used to train the decision tree, we obtain a list of 
those customers with their propensity scores or/and predictions appended. 

6   Conclusions 

A hybrid approach combining unsupervised and supervised data mining techniques 
has been proposed to conduct customer portfolio analysis. SOM-Ward clustering was 
first used to conduct customer segmentation. Then, the decision tree was employed to 
gain insight into whether there are significant determinants for distinguishing between 
high- and low-spending customers. The results of the two models are then compared 
and combined to perform customer portfolio analysis, i.e., to identify the high- and 
low-spending customers, as well as customers with development potential. Each 
model possesses advantages and disadvantages of its own.  

As an unsupervised data mining technique, SOM-Ward clustering is a good tool 
for exploratory analysis, as is the case when no a priori classes have been identified. 
The SOM is a very visual tool and possesses strong capabilities for dealing with non-
linear relationships, missing data, and skewed distributions. However, while the clus-
ters produced using unsupervised methods may be good for gaining an understanding 
of the customer base, they are not necessarily actionable in terms of marketing strat-
egy as they are not based upon any identified target or aim. In addition, using detailed 
nominal data (e.g., 33 Mosaic classes) is a problem when using the SOM, as binary 
variables must be constructed for each potential class. This easily clutters the map and 
heavily influences training results.  

Decision trees, on the other hand, are tailored to a specific purpose by using a su-
pervised learning approach. The decision tree is also a very robust method, easily 
capable of dealing with difficult data, and requires less data preprocessing and setting 
of parameters than the SOM. However, the starting point of supervised learning inevi-
tably requires more a priori knowledge than unsupervised learning, making the 
knowledge gained using the SOM potentially very important.  

The results of the analysis demonstrate that the combined method of the SOM-Ward 
clustering and the Decision Tree can potentially be effective in conducting market 
segmentation. The information provided by the combined model is more detailed and 
accurate than that provided by either model used alone, thus more actionable informa-
tion about the customer base for marketing purposes could be retrieved. 
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