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Abstract The upcoming Reconfigurable Video Coding (RVC) standard from MPEG (ISO
/ IEC SC29WG11) defines a library of coding tools to specify existing or new compressed
video formats and decoders. The coding tool library has been written in a dataflow/actor-
oriented language named CAL. Each coding tool can be represented with an extended finite
state machine and the dependencies between the tools are described as dataflow graphs.
This paper proposes an approach to model the CAL actor network with Parameterized Syn-
chronous Data Flow and to derive a quasi-static multiprocessor execution schedule for the
system. In addition to proposing a scheduling approach for RVC, an extension to the well-
known permutation flow shop scheduling problem that enables rapid run-time scheduling of
RVC tasks, is introduced.
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École Polytechnique Fédérale de Lausanne, Switzerland
E-mail: marco.mattavelli@epfl.ch



2

1 Introduction

The effort of designing the Reconfigurable Video Coding (RVC) standard [1] is motivated by
the intent to describe existing video coding standards with a set of common atomic building
blocks (e.g., IDCT). Under RVC, existing video coding standards are described as specific
configurations of these atomic blocks. This greatly simplifies the task of designing future
multi-standard video decoding applications and devices by allowing software and hardware
reuse across video standards.

The RVC coding tools are specified in a dataflow/actor object-oriented language named
CAL [2] that describes the atomic blocks in a modular way and exposes parallelism between
computations. Abstract, high-level models require a systematic implementation methodol-
ogy and tools to realize into practical systems. Design flows are generally composed of
several phases: specification, design space exploration (DSE) and implementation.

The implementation phase needs two components: the implementation code (generally
C and VHDL) and a schedule. Code generators are under development in the RVC frame-
work [3,4]. A fundamental step to efficiently complete the implementation phase supported
by the code generators is the schedule, i.e. the sequence in which CAL actors fire.

This paper introduces a methodology to derive quasi-static execution schedules for a
set of CAL actor networks, including the already released RVC MPEG-4 Simple Profile
video decoder. In quasi-static scheduling most of the scheduling effort is done off-line and
only some infrequent data-dependent scheduling decisions are left to run-time. The off-line
determined schedules are collected to a repository that is used by the run-time system, which
selects entries from the repository and appends them to the ongoing program execution. This
approach limits the number of run-time scheduling decisions and improves the efficiency of
the system.

2 Related work

2.1 The Reconfigurable Video Coding framework

The RVC framework uses CAL models for defining video coding tools. The Open Dataflow
environment [5] supports the design, the simulation and the debugging of CAL models. De-
riving software and/or hardware implementations from these CAL models is a non trivial
task. However, several tools already exist: a hardware code generator converts CAL actors
in a mixed VHDL and Verilog implementation [3,6]. The results are very promising and
can outperform manual designs in terms of area and throughput. A software code gener-
ator converts CAL actors into a C/C++ implementation [4]. The hardware and software
code generators have the capability to compile networks of actors. Currently, the software
code generator converts CAL actors to C language and inserts automatically a dynamic
scheduler written in SystemC in order to determine at run-time the order of execution of
the actors. However, determining the schedule at run-time is a time consuming task which
may considerably deteriorate the system performance. Another tool (Syndex [7]) focuses on
multiprocessor implementation. Syndex maps Synchronous Data Flow (SDF) graphs onto
multiprocessor architectures. The problem is that CAL is an asynchronous model and cannot
be used with this tool. A schedule of the actors is missing.

This paper helps in building an efficient implementation from CAL models. Because
deciding the entire schedule at run-time introduces too much overhead, the idea is to reduce
this overhead by scheduling some parts of the model off-line. Knowing the exact schedule of
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Fig. 1 High level view of the RVC MPEG-4 Simple Profile decoder in the RVC framework.

the model means also transforming the asynchronous model CAL into a SDF representation
which can be used by the Syndex tool, enabling multiprocessor implementation from the
high level model CAL. The work described in this publication is an updated and extended
version of a previous work [8]. This publication introduces a more strictly defined model for
scheduling CAL actor networks and expresses the resulting model with the notation that is
used in Parameterized Synchronous Data Flow [9].

2.2 Scheduling of similar systems

CAL models are too general to be scheduled efficiently; by default, the scheduling of actor
functions is resolved only at run-time. Each CAL actor is represented as an extended finite
state machine (EFSM) that contains variables and guard conditions that enable or disable
possible state transitions. Actors are connected to each other with dataflow edges that are
attached to the actor ports. Actors communicate by firing tokens along the edges of the
dataflow graph. The state transition and token(s) fired by each actor is a function of the
current state and the tokens that are available at its input.

As a partial solution to the scheduling problem, literature suggests that EFSMs can be
transformed into regular FSMs, with the cost of a possible state-space explosion [10]. For
networks of FSMs it would then be possible to use modeling methods such as [11], [12] or
[13].

Recently, also two other projects have been started to develop a methodology for de-
riving efficient schedules for CAL actor networks. The approach of von Platen and Eker
[14] sketches a method to classify CAL actors to different dataflow classes for efficient
scheduling. Gu et al. [15] introduce a way to extract statically schedulable regions from
CAL networks. Both of these approaches, as well as the one presented in this publication,
try to minimize the number of run-time scheduling decisions.

3 The proposed approach

Figure 1 shows a high-level view of the RVC implementation of the MPEG-4 Simple Profile
decoder and Table 1 provides an overview of our approach. The first three steps of our
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Table 1 Overview of our approach.

Step Explanation

1 Classification of CAL actors: regular, borderline or dynamic
2 Unrolling of K actors: from K EFSMs to K ∗L SDF graph fragments
3 SDF graph merging: merge K ∗L SDF graph fragments to L system-level SDF graphs
4 Processor assignment: assign each SDF actor of the L system-level graphs to a processor
5 Off-line scheduling: compute static schedule for L system-level SDF graphs
6 Execution and run-time scheduling

Fig. 2 The high-level model of the system to be scheduled.

approach describe a set of procedures that transform the CAL actor network into a set of
statically schedulable SDF graphs. They are described in Sections 3.2, 3.3, and 3.4; the other
steps, described in Section 5, comprise the off-line and on-line scheduling mechanism.

3.1 Preprocessing

The scheduling approach proposed in this publication requires some pre-processing of the
CAL actor network to acquire information that is necessary for the graph transformations.
First, the CAL actor network must be analyzed to extract information about the token rates of
actor ports: for each port of all actors in the system, it must be known if the token production
rate and consumption rate can be determined quasi-statically or not.

Determining the quasi-static behaviour requires exploring the state machine of the actor.
The EFSM is assumed to have an initial state, from which several state transition paths
depart. It is also assumed that all of the departing state transition paths eventually lead back
to the initial state. The CAL actor is quasi-statically schedulable if the (1) state transitions,
(2) token production and (3) consumption rate of each path are static and not affected by
any data. An example of a state transition path can be seen in Figure 3: newVop⇒ other⇒
other.

Our scheduling approach has a strong assumption about the nature of the CAL network
that is to be scheduled. This is illustrated in Figure 2 from a high level. The model has a
dataflow input and output, as well as a parameter P. The parameter P is a special kind of
a dataflow input that changes the configuration of the CAL actor network according to the
value of P. P needs to be clearly identified and defined before applying our approach to the
network. P can be combined of any fixed, non-negative number of dataflow inputs and every
value that P may get, must be known at system design time.

Our scheduling algorithm creates a static schedule for every possible value of P. E.g.,
if P is a single constant, only one schedule is created. On the other hand, if P can acquire a
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great variety of values or is a combination of several parameters, the number of generated
schedules can become considerable. In the MPEG-4 SP application example (Figure 1),
BType works as the parameter P. Based on the CAL code the BType token can get 4096
different values, but inspection of the whole decoder network reveals that only 4 separate
values affect the scheduling of the network. The number of different values of P is denoted
with the constant L.

For this work the port token rates and the specification of P were determined manually.
Automating the acquisition of this information is left outside the scope of this work.

3.2 Classification of actors

As a first step of our approach, we classify each actor in the CAL actor network to one of
three categories: regular actors, borderline actors and dynamic actors. The classification is
done solely based on the a-priori information of the behaviour of the ports of each actor. We
assume that each actor has been analyzed beforehand so that each port is known to have a
quasi-static or variable token rate.

If an actor has a quasi-static token rate on every input and output port, it is classified as
a regular actor. If at least one of the actor input ports has a variable token rate, it is classified
as a borderline actor. Actors that do not satisfy these conditions are classified as dynamic
actors. In Table 1, the number of regular and borderline actors is denoted by K.

Regular actors require some explanation: a regular actor can have several operation
modes that are switched by the parameter P by selecting the state transition path from the
initial state. However, the token rate of each port may only vary as a function of P. As an
example, we can take the add actor of MPEG-4 SP. When P = V1, the actor consumes 64
tokens from input port [TEX] and produces 64 tokens through the output port [VID]. When
P = V2, the actor consumes 64 tokens from port [MOT] and produces 64 through [VID], but
does not consume any tokens from [TEX].

At the actor network level, a strict rule is imposed regarding the actor classes: borderline
actors may only have dynamic actors connected to their input ports. Similarly, regular actors
may only have borderline or dynamic actors connected to their input ports. Regular actors
and borderline actors may only be connected to regular actors through their output ports.

This requirement is illustrated in Figure 2. Actors that do not satisfy this requirement,
must be re-classified so that the requirement is met before proceeding to next steps in our
approach. An example of re-classification: if actor A has been initially classified as a regular
actor, but the output ports of A are connected to a dynamic actor B, it is mandatory to re-
classify A as a dynamic actor before proceeding.

Figure 1 depicts the result of our actor classification for the RVC implementation of
the MPEG-4 Simple Profile decoder. Actors with thick outlines are regular actors and the
ones with thin outlines are dynamic actors. Actor ports colored with black triangles are
ports with quasi-static data rates and ports with white triangles are ones with variable data
rates. Because of a variable rate input port, the AC prediction actor has been classified as a
borderline actor. The DC prediction actor is initially classified as a regular actor, but because
one of its outputs is connected to a dynamic actor, DC prediction has been re-classified as
dynamic.
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Fig. 3 The EFSM of the add actor.

Fig. 4 The four SDF graph fragments acquired from unrolling add.

3.3 EFSM unrolling

In Step 2 of our approach, the EFSM representations of regular CAL actors are unrolled
into a collection of SDF graphs, so that every state transition becomes an SDF actor. EFSMs
are assumed to have an initial state that serves as the origin of unrolling. It is assumed that
all state transition paths leaving from the initial state eventually return back to the initial
state. The number of state transitions (l) originating from the initial state is assumed to be
1≤ l ≤ L. As an example, in Figure 3, l = L = 4.

We call the SDF graph that is produced from unrolling one state transition path an SDF
graph fragment. There is no possibility to represent dynamic control structures in SDF, but
for intuitiveness the graph fragments can be illustrated as being connected by a fork-actor.
The unrolled version of the Figure 3 EFSM is shown in Figure 4.

If a CAL actor does not have a dataflow input for P, the actor is still required to produce
L graph fragments. In this case the L graph fragments will be identical. When 1 < l < L,
only some of the graph fragments will be identical to each other.

The SDF actors within one graph fragment are interconnected by control flow edges.
Control flow edges do not transmit data, they just make sure that the dependencies expressed
in CAL actors are also observed in scheduling. Nevertheless, when the SDF graph is later
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Fig. 5 Joining the graph fragments of interpolate and add for one value of P.

scheduled, control edges behave in the same manner as other edges. In the figures of this
publication, control edges have a gray color.

Dynamic actors are omitted during the unrolling phase and thus they do not contribute
to the creation of SDF graph fragments. Borderline actors are handled in a special fashion:
a set of stub SDF actors are produced from borderline CAL actors. For each output port of a
borderline actor there will be a set of stub actors. The number of SDF actors in a stub actor
set is equal to the token rate of the port. The stub actors provide a link between the statically
and the dynamically scheduled code regions.

The state transition paths of EFSMs may contain iterative self loops such as comb in
Figure 3. This poses no problem if the number of loop iterations is fixed. Variable numbers
of iterations can not be supported by the proposed approach. Another issue arises when
the number of state transitions is fixed and large, which respectively results in a large SDF
graph. However, the large SDF graphs only exist during off-line scheduling: in the run-time
system the program code represented by the SDF actor does not need to be replicated but
can be replaced by repetitive calls to the same function.

All of the actors in the MPEG-4 Simple Profile decoder do not map trivially into our
model. One exception can be found within the hierarchical IDCT2D actor. One of the actors
contained by IDCT2D is named Clip and is responsible for saturating integer values. The
problem with the implementation of this actor is that depending on the value of the integer
that has to be clipped, a different state transition is chosen. This is a feature that is not
supported by our scheduling approach. In the work of Gu et al. [15] the same problem has
been noticed and corrected by using a modified, predictable version of the same actor. We
have chosen the same solution to this particular problem.

3.4 Parameter-specific system-level graphs

The unrolled EFSM representations of the CAL actors consist of SDF graph fragments that
can be thought to be connected by a fork actor (see Figure 4). The SDF actors in Figure
4 have the same data flow interfaces as the state transitions in the CAL code. In the third
step of our approach these data flow interfaces are connected to the respective interfaces of
graph fragments originating from other CAL actors to create system-level SDF graphs. An
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Fig. 6 A system-level graph corresponding to one value of P.

example of joining graph fragments of two CAL actors is depicted in Figure 5. The gray
vertices belong to the interpolate actor and the white vertices belong to the add actor.

Since there is one SDF graph fragment in every unrolled CAL actor for each value
of P, the SDF graph joining happens between fragments that represent the same value of
P. E.g., the SDF graph fragment of add that represents P value l is joined with the SDF
graph fragment of the interpolation actor that represents P value l. Thus, for each value
of parameter P, there will be a unique system-level graph. Figure 6 shows a system-wide
subgraph that contains all the actions and their dependencies.

4 PSDF modeling

Before discussing the scheduling of the system-level graphs, we briefly describe the Param-
eterized Synchronous Data Flow [9] (PSDF) computation model that is used to describe
our scheduling problem. PSDF extends the SDF computation model by allowing run-time
reconfiguration of SDF graphs by parameter changes. In PSDF terminology the parameter-
ized SDF graph that models the functional behaviour of the system, is called the body graph.
The parameters of the body graph are configured by two other graphs: the init graph and the
subinit graph. The set of these three graphs defines a PSDF subsystem.

The subinit graph can change those parameters of the body graph that are not connected
to the outside interface of the subsystem and it is executed once before each invocation of the
body graph. The init graph is more powerful as it can also change the interface parameters
of the PSDF subsystem. However, it is only executed once before each execution of the
subsystem’s parent graph.

In this work we use the parametrization only on token rates of edges. By parameterizing
some edges it is possible to enable and disable certain paths of execution and implement a
sort of if-then-else functionality. Guidelines of doing this have previously been shown in the
work of Bhattacharya and Bhattacharyya [16] on page 133.

4.1 PSDF model of the system

Figure 7 shows a PSDF model of the MPEG-4 SP decoder that consists of a subinit graph,
init graph and a body graph. The body graph contains 6 actors, of which 4 are hierarchical
and thus marked with a double rectangle. These actors are named S1, S2, S3 and S4; we
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Fig. 7 The PSDF model of the RVC MPEG-4 SP decoder system.

shall denote the set of these four actors by S. The four actors of S contain the system-level
SDF graphs that were assembled as described in Subsection 3.4. We shall call the set of
SDF actors inside S with the name T . The non-hierarchical actor labeled D contains all the
functionality that was classified in Subsection 3.2 as borderline (except for stubs that are a
part of S) or dynamic actors. Since the execution time of the D is unpredictable, it is not
modeled in higher detail here.

The actors S are connected to D by dashed edges. The dashed edges denote that the
existence of these edges depends on the parameter values a, b, c and d that are toggled in the
subinit graph. One way to realize the parameterized existence of these edges, is to change
the token production rate of the respective output port of D to zero when the edge is not
needed. The parameterized edges a, b, c and d have been marked with a slash to denote
that the edges actually represent a set of edges. The parameterized edges represent the same
functionality on the system-level as the fork actor (see Figure 4) did on actor-level.

The init graph changes the interface token rate of the port qfs, because it may change
on every invocation of the subsystem’s parent graph. Finally, the actor labeled C serves as a
common output that gathers the data produced by the four optional actors S.

5 Scheduling

In this section we show a way to create efficient (multiprocessor) schedules for systems such
as the one shown in Figure 7. The scheduling consists of two parts: the off-line (design time)
part and the run-time part.

We assume that the run-time system consists of a set of homogeneous or heterogeneous
processors that is fixed at compile time (i.e. we do not account for the possibility of a pro-
cessor failing or the addition of extra processors during run-time).

5.1 Off-line scheduling

The first step of off-line scheduling is to assign each actor of T to one of the processors in
the system. Each actor is mapped to exactly one processor; each processor may be respon-
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Fig. 8 Run-time pipelining of static SDF graph schedules.

sible for any number of actors. A majority of the actors of T originate from unrolled loops.
This means that there are several instances of the same function. Evidently, it is advisable to
map these instances of the same functionality to the same processor, even if it is not manda-
tory. The actor instances of the same function are connected with control flow edges (See
Subsection 3.3), which ensures a correct order of execution.

To produce fully defined off-line schedules, the latency of each actor in T must be fixed.
If the process modeled as an actor has some variance in the latency, the SDF actor must
assume the worst-case latency for successful off-line scheduling. Fixed execution times are
especially beneficial for generating multiprocessor schedules, since it allows inter-processor
communication issues to be resolved off-line.

The scheduling of the functionality inside D is not considered here since it requires
a completely different scheduling approach, which is out of the scope of this publication.
Here, the functionality of D can be assumed to be executed on a single processor in a se-
quential fashion, which does not require any special methods. In contrast, the graphs S are
scheduled off-line using a fully static scheduling approach. We do not discuss any of these
here, since there are plenty of off-line scheduling methods available. The book of Sriram &
Bhattacharyya [17] contains a good overview of available methods.

5.2 On-line scheduling

On-line scheduling takes place when the system is actually running and computing. In the
approach presented in this paper, the run-time scheduling effort is actually limited to select-
ing a pre-computed schedule out of the ones generated and stored at system design time.

With regard to Figure 7, the suitable schedule is selected based on the token that comes
from the dataflow input to the subinit graph. According to the theoretical view of the system,
the schedule is selected by toggling the parameterized edges (a, b, c and d) and enabling one
of the graphs in S.

At run-time the system consecutively executes pre-computed schedules in an order
which is unknown at system design time. This raises a question how to merge two con-
secutive multiprocessor schedules together at run-time. Figure 8 illustrates the problem as
a sequence of steps: the leftmost step shows an arbitrary SDF graph, where the actors have
already been assigned to processors (according to the subscript). In the next step a static
schedule has been derived for the SDF graph. The last step shows the outline of this static
schedule between two other arbitrary schedules.

The situation depicted in the last step is related to pipelining, which allows keeping the
utilization of the processors high. The PSDF model itself does not offer a way to pipeline the
static schedules on multiprocessor systems. Fortunately, the problem resembles closely the
Permutation Flow Shop (PFS) scheduling problem [18], which has previously been applied
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Fig. 9 A conventional PFS schedule. Fig. 10 An EPFS schedule.

to signal processing applications [19]. However, the PFS model is not directly applicable to
the problem at hand. This issue will be explained and solved in the next subsection.

5.3 Extended permutation flow shop scheduling

Flow shop scheduling is a specific type of multiprocessor scheduling that has very elegant
theoretical properties that make it practical for problems like the one shown here. We are
given N jobs to be scheduled on M processors. Each job consists of M tasks, and the jth
task in the job must be scheduled on processor j. A job can issue its jth task to processor
j if the ( j− 1)st task is complete and processor j is free. Each task is assumed to have a
predetermined constant processing time. By definition, each job must have M tasks, one for
each processor. However, by setting the execution time of a task to zero, the effect is the
same as if that task would not exist. This is called machine skipping in literature.

Permutation flow shop scheduling is a more restricted version of flow shop scheduling.
Here, task j must be performed for job n−1, before it can be performed for job n. Usually
the goal in solving the PFS problem is to find a permutation of jobs which minimizes the
makespan (total schedule length in time units). We also assume that this is the objective.

Figure 9 shows the Gantt-chart of a PFS problem instance consisting of 3 jobs, 3 pro-
cessors, and 3 tasks per job. Each task within a job executes on a separate processor and
no-wait timetabling [18] ensures that the next task within the same job starts immediately
upon completion of the previous task in the same job. The inter-job distance is the overlap
in time between two sequential jobs, and is shown for jobs B and C in Figure 9.

A PFS job resembles closely a multiprocessor schedule of an SDF graph (see Figure
8), except for the fact that in SDF schedules several processors can work on the same job
simultaneously, which is not possible in PFS. PFS gives a solution to the problem of merg-
ing consecutive, static multiprocessor schedules together. We are now going to introduce a
small modification to the PFS assumptions to allow its use for modeling multiprocessor SDF
graph schedules. We shall call this modified PFS model the extended permutation flow shop
(EPFS) model. EPFS extends PFS in two respects and is capable of representing a larger set
of scheduling problems.

Previous research [19] suggests that a particularly efficient implementation of run-time
no-wait PFS scheduling can be made possible by pre-computing the inter-job distances at
compile-time and storing them into a storage I. The first extension to PFS is to enable
dependencies between tasks by explicitly determining the distances in I. For example, the
inter-job distance could be increased so that C1 is forced to start only after B2 finishes (see
Figure 9). No-wait PFS cannot represent these types of dependencies. This extension is only
possible when all job types are known at system design time.
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The second extension disables dependencies between tasks. In addition to the inter-job
distance storage I this requires another storage J. We assume that the storage J explicitly
defines the distance between tasks within one job. In the no-wait timetabling definition this
distance is fixed to zero. The EPFS model breaks this limitation by allowing non-zero offsets
between tasks within a job. This is not allowed in the PFS model, since it assumes that the
next task starts after the previous task has finished.

With the EPFS model it is possible to model static multiprocessor SDF schedules and
efficiently pipeline the schedules at run-time.

6 Experiments

The transformation and off-line scheduling steps described in Sections 3 and 5 have been
implemented to a great extent in Java. In the earlier phases of the transformations, the EF-
SMs are represented with classes provided by the JGraphT package [20] and during the
later stages the SDF graphs are represented with classes from the SDF4J package [21]. All
of these steps are performed in the same OpenDF environment as the code generators [4,
3] use, which enables smooth interoperability. However, the practical work to enable the
use of these schedules for code generation has not yet been started. The on-line schedul-
ing method has been implemented in the C language and there is also a yet unpublished
hardware implementation of it.

7 Discussion

The preprocessing steps discussed in Subsection 3.1 are done completely manually at the
moment. However, some work has been done to derive the token communication patterns
automatically, but this functionality has not yet been tested in conjunction with our schedul-
ing approach.

The strict requirements of the assumed system (See Subsection 3.2) allow efficient
scheduling for systems that have dynamic functionality only before the regular function-
ality. Generally, there can be CAL actor networks that might have a dynamic part in the
end of the network or consist of several mixed regular and dynamic patches. Extending our
approach to such general systems is a clear direction for future work.

8 Conclusion

This paper describes a sequence of steps that allow deriving quasi-static schedules for a set of
CAL actor networks, such as the MPEG-4 Simple Profile decoder in Reconfigurable Video
Coding. The procedure is based on local and global graph transformations followed by off-
line and on-line multiprocessor scheduling. At run-time, the piecewise static schedules are
selected based on the system parameters, and appended to the ongoing processor schedule
by means of extended flow shop scheduling.
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