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Abstract 

This work introduces automatic test image 
generation by genetic algorithms for testing different 
halftoning methods. In general the proposed method 
has potential in software test data generation. This 
study was done in order to link together two different 
projects: the first one concentrates on software test 
data generation by genetic algorithms and the second 
one studied digital halftoning optimization for an ink 
jet marking machine also by genetic algorithm. The 
object software halftones images with different 
image filters.The goal was to reveal, if genetic 
algorithm is able to generate images that are difficult 
for the object software to halftone, in other words to 
find if some prominent characteristics of the original 
image disappear or ghost features appear due to the 
halftoning process. The In this work test images was 
created by two different ways, either using an image 
bitmap as a genetic algorithm chromosome, or by 
creating objects, such as lines, letters, rectangles, 
circles etc. into the image according the parameters 
encoded to a chromosome. results showed that 
genetic algorithm is indeed able to find images that 
are considerably changed when halftoned, and thus 
reveal potential problematic image features that the 
halftoning method do not reproduce satisfactorily. 

Keywords: digital halftoning, dithering, genetic 
algorithms, image comparison, image filtering, 
software testing, test image generation.  

1 Introduction 
There does not seem to be much research in the field of test 
image evaluation. How to determine a good test image. 
What are the essential characteristics of a good test image? 
How to determine that a particular image is good for testing 
some specific image processing algorithm? More often than 
not researchers rely on commonly used and very limited test 
image sets. We encountered this problem, when we wanted 

to test the image-processing system we implemented for an 
ink jet marking machine1, 2. In our other study3, 4, 5 we used 
genetic algorithms (GA) for software testing purposes. In 
this work we try to combine the knowledge of these two 
previous studies in order to use GA for generating test 
images for halftoning software. 

This work is a continuation to that given in ref. 6. The 
preliminary results in that study showed that backround 
colour of test images was the most susceptible for 
distortions. This study concentrates on finding out how 
dominant the backround colour is and represents new 
implementation that has no longer just one parameter for 
determining the background color for each image, but 
several parameters that defines background segments and 
their colors.   

 

1.1 Genetic algorithms 
 
Genetic algorithms6 are optimization methods that mimic 
evolution in nature7. They are simplified computational 
models of evolutionary biology. A GA form a kind of 
electronic population, the members of which fight for 
survival, adapting as well as possible to the environment, 
which is actually an optimization problem. GAs use genetic 
operations, such as selection, crossover, and mutation in 
order to generate solutions that meet the given optimization 
constrains ever better and better. Surviving and 
crossbreeding possibilities depend on how well individuals 
fulfill the target function. The set of the best solutions is 
usually kept in an array called population. GAs do not 
require the optimized function to be continuous or derivable, 
or even be a mathematical formula, and that is perhaps the 
most important factor why they are gaining more and more 
popularity in practical technical optimization. Today GA 
methods form a broad spectrum of heuristic optimization 
methods under intense study. 

Genetic algorithm were previously adapted to the 
dithering problem9, 10. In the previous studies the human eye 
modulation transform function11 is considered the best 
method for finding optimum halftone patterns while 
optimization speed in practice favors more simple methods.  
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For further references of GAs in image processing see 
bibliography 12 or book 13.  Image generation with GA is 
used at least in ref. 14. Image generation for algorithm 
validation is represented in ref. 15. GAs has previously been 
adapted to automatic software test data generation in several 
studies, see refs. 3, 4, 5 and references therein. 

The genetic algorithm (GA) in this study was written in 
Java. One of the advantages of Java is its easy to use image 
handling procedures. However, the execution speed of Java 
may not be the best possible. 

1.2 Dithering 
 
Digital halftoning16, or dithering, is a method used to 
convert continuous tone images into images with a limited 
number of tones, usually only two: black and white. The 
main problem is to do the halftoning so that the bi-level 
output image does not contain artifacts, such as alias, moiré, 
lines or clusters, caused by dot placement17. The average 
density of the halftoned dot pattern should interpolate as 
precisely the original image pixel values as possible. 

Dithering methods include static methods, where each 
pixel is compared to a threshold value that is obtained f.e. 
from a threshold matrix, generated randomly or is a static 
median value. Depending on matrix this method can create 
both frequency or amplitude modulated halftones. There are 
also error diffusion methods, such as Floyd-Steinberg and 
Jarvis-Judge-Ninke coefficients. In these methods the 
rounding error of the current pixel is spread into those 
neighboring pixels, the bi-level value of which is not yet 
determined. 

This study concentrates only on frequency modulated 
halftoning methods. The three halftoning methods used here 
were Floyd-Steinberg (FS) and Jarvis-Judge-Ninke (JJN) 
error diffusions and thresholding (TH) with 16×16 ordered 
threshold matrix16. 
 

1.3 Comparing the images 
 
To compare a dithered image with the original one is 
obviously a challenging problem. One cannot simply use 
pixel by pixel comparison, since dithered images usually 
have only two tones. The minimum difference by that 
measure would be achieved if every gray tone were rounded 
to the nearest tone (black or white), which unfortunately 
usually results in poor images.that usually results poor 
looking images in practice. Better image comparison 
methods have been developed16, 18. One alternative is to sum 
the pixel values from the corresponding areas (n×n window) 
over the images to see if the average gray tones have been 
preserved. With this method we can compare the images 
directly. 

Also a set of methods called inverse halftoning16 has 
been developed.  From these the perhaps most common is 
low pass filtering, in which images are first low pass filtered 

and then the resulting images are compared pixel by pixel. 
The problem with lowpass filtering is that the high 
frequencies will disappear and the images get a somewhat 
blurred overall appearance. However, this method is easy to 
implement and it enables pixel by pixel comparison.  

In a way the blurring by low pass filtering also resembles 
human eye perception: when we look the image from a 
distance the small details disappear and the visual 
observation of larger objects is averaged out from the small 
details.Other methods15 to compare images have been 
developed, their developers suggest that these are better than 
simple lowpass filtering. However we have not tested these.  

 
Another comparison method we tried is a line by line 
comparison of the difference between the current and the 
previous pixel.  This method is introduced in ref. 19. For 
example if we take a chess board and the mirror image of it, 
and compare the difference between consecutive pixels in 
each image the result is that the two images are almost 
identical. The result is totally the opposite when comparing 
the images pixel wise. 

If the images are not compared properly the received 
divergence value between images may as well depend on a 
comparison used as the actual difference between the images 
or the dithering methods used. 

Several fitness functions i.e. image comparison methods 
were tested. In this study we used the average density at the 
corresponding image areas (SW), pixel by pixel comparison 
using low pass filtered images (LP), tone difference between 
consecutive pixels (LS). The fourth method used is a hybrid 
(HYB) of the three above mentioned methods. The hope was 
that it would take advantages of all three other but not their 
shortcomings. The hybrid was generated by first running 
those methods (index i) individually five times and then 
calculating the fitness gain from the best value Fi0 from the 
first population to the last FiN. The three methods were then 
weighted Wi so that the gain/best result proportion of all 
three methods was equal (1).  

 

iN

i
iN

iiN

i
i F

F

FF
F

W
∑

×
−

=
0

0                                       (1) 

2 The proposed method 
The GA runs as an independent program and optimizes 
parameter vectors which are used by an image generator to 
create images, which are further images according to that 
parameter array. The parameter array, one GA chromosome, 
is sent to image producer that generates image according 
them. The created image is then sent to the object software, 
that halftones it and returns the resulting image. The 
pixelgrapper reads pixels from both the test image and its 
halftoned transformation image and transmits 8 bit pixel 
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arrays of both images to the fitness function evaluator. The 
difference between these images is used as the fitness 
function. GA generates new parameter vectors by using 
crossover and mutation, favoring those parent chromosomes 
that previously had gotten a high fitness value. 

Test images in this study are created by optimizing 
parameters, such as place, size and color of elementary 
graphical objects, like lines, rectangles, circles and ASCII 
characters, together with the background tiles and colours all 
encoded as a GA chromosome.  

2.1 Implementation 
 

In reference 6 the coding used generated five lines, one 
rectangle, one circle and two characters into a test image.  
That coding was inflexible and results monotonic images. It 
required the chromosome of length 50 bytes (1 for 
background color, five per each line, rectangle and ellipse, 
seven for each character). Population size was 50, elitism 
50%, total 550 evaluations (initial population + 20 
generations) were done, uniform crossovers20 was used and 
mutation rate was 2%.  
This time the implementation used integer coded GA, where 
the chromosome consisted of total 79 parameters. From 
those the first 7 parameters were for backround, three of 
them (x1, x2, and y1 showed in figure 1a) breaks backround 
into four segments and the other parameters (b1, b2, b3, and 
b4) determines the tone of each backround segment. This 
way one parameter does not dominate optimization. 
However, the backround might still become monotone if one 
sector takes whole space or the tone parameters bx are equal.  
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2. Object color. 

3. Object starting point x coordinate. 

4. Object starting point y coordinate. 

5. Object length in x coordinate direction or character 
font size. 

6. Object length in y coordinate direction or character 
font type. 

7. Not used or the character value (only printable ASCII 
characters were used). 

All objects are opaque and may cover earlier created 
objects, backround is created first and then the other objects 
on it. 

The generated image as such was still quite monotonous. 
Normal image usually has more variation between 
neighbouring pixels. Our test image was further diversified 
by adding chaotic data (see fig. 1b) with Verhulst 21 logistic 
equation (2). 

 
xi=a×xi-1× (1-xi-1)                                                 (2) 
 

The chaotic data was used rather than random noise in order 
to control diversity and to keep the added noise repeatable. 
The last two parameters of the chromosone is a 16-bit value 
a for Verhulst function that was scaled to be decimal 
number in range [2, 4].  

The optimization process usually favoured chaos 
parameters that generated striped patterns rather than 
patterns that resembles random noise (fig. 1b).  

The size of the generated image was 256×256 pixels, so 
that the values of most parameters would fit into 8 bits. 
Population size was 50, elitism 40%, total 3050 evaluations 
(initial population + 100 generations) were done, uniform 
crossovers was used, and mutation rate was 1%.  

The transparent implementation by using 98 parameter 
long chromosome was also tested, however transparent 
objects did not seem to bring any added value into results, 
so transparent implementation is not discussed further in this 
paper. 
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3 Experimental results 
The results were generated by running five test runs with 
each one dithering method together with one comparison 
method, so there were altogether 12 dithering/comparison 
method pairs and 60 GA test runs. Each 
dithering/comparison method pair was also tested twice by 
testing as many randomly generated test images as in one 
GA optimization.  
Five separate runs with each dithering/comparison method 
pair were performed in order to see if the result images have 
similarities after each run with same objective. The primary 
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goal was not to find best possible result after several test 
runs.   

The very first observation in ref. 6 was that the separate 
test runs with the given dithering method and image 
comparison method tend to produce images with nearly the 
same dominating background tone b. This time we try to 
find out if backround tone really explains the whole result.  

The results obtained with GA optimization was 
compared with the results obtained three other ways. First 
with the randomly generated test images. Secondly testing 
all possible monotone images with tones between 0 and  
255.  In the third comparison run we tested images from the 
commonly used, “standard”, test image set {Lena, Bird, 
Boat, Goldhill, Mandrill, Peppers}.    
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Figure 3: 
a) best solution for TH-LP.  b) low pass filtered a.  
c) dithered a.               d) low pass filtered c.In  
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Figure 2: Comparison of the best values with different 
test image sets and dithering/comparison method pairs. 
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 So the results also confirms that backround tone does 
explain the whole difference score. The other objects in 
image are also important for explaining the fitness result.  
The biggest difference between images generated by GA 
 the standard test images was obtained when using 
shold matrix as dithering method and comparing the 
ered and the original images after low pass filtering 
-LP).  The large difference in this particular case seems 
be due that GA is able to find weaknesses from the 
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) dithered a.              d) low pass filtered c. 
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ordered dither matrix and generates image patterns that 
results considerable difference between compared images.  
Furthermore max{} in the image 2b refers to the value that 
best test image from test image set {Lena, Bird, Boat, 
Goldhill, Mandrill, Peppers} got in the same comparison. 
With all pairs GA was able to found synthetic image that got 
higher difference than any of the images in the test set. 

With ordered threshold matrix GA was able to generate 
the largest differences. This seems to be due that GA detects 
the weak points of threshold matrix, i.e. generates dark 
pixels to the places where threshold values are low and light 
pixels to where threshold value is high. This leads to the 
halftone result that dramatically differs from original image, 
and this difference is visually very obtainable also, see fig. 
X. 

With comparison method LA (selitys myöhemmin) GA 
was able to generate test images that causes large differences 
with all halftoning methods.     

Figure 3 shows an example of how the large difference in 
TH-LP is composed. GA has found such chaos parameters 
that results in vertical stripes. These stripes happen to be in 
such position that when dithered by the ordered threshold 
matrix the backround becomes considerably darker.  

Interestingly also the circle in the lowright corner has 
come much lighter.  The dark circle has thus totally 
disappeared into background. The left hand side images are 
the original and the dithered, while the right hand side 
images are the low pass filtered from them. 

Figure 4 shows an example of the typical shadow images 
that dithering generates. Fig. 4 is from JJN-LS pair that 
generates the second largest fitness difference between GA 
optimized images and the standard test images. 

Figures 5a-c shows an example how the gray level 
histograms develop during the optimization run. The gray 
tones that generate higher difference between the original 
and the dithered image are heavily increasing. In the original 
population tones are fairly randomly distributed (fig. 5a). In 
the last generation tones are clustered around dominating 
tones 8 and 246 (fig. 5d). 

 

4  Conclusions and discussion 
The results seems to confirm that GA is capable of 
generating test images for testing different halftoning 
methods. Either some features of the original image 
disappear or some artifacts appear. The changes were 
perceived either by comparing the original and the dithered 
image, or comparing low pass filtered versions of the 
images. The preliminary results of this work showed that the 
background tone is by far the most significant factor when 
testing the dithering methods. However, backround tone is 
clearly not the only factor, this study confirms that objects in 
the backround usually generate larger difference than a solid 
one tone image. 
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Figure 5: Gray level histogram development during 
optimization process          
a) initial population     b) 10th generation             
c) final population       d) the best solution found 

 
 

4.1 Future 
  
Image comparison could be enhanced by applying some 
feature extraction method, like MRDF22. Also the 
possibilities of applying fuzzy logic to image comparison is 
under study. GA coding can be improved. Integer coded GA 
may not be the most suitable for this problem. It is planned 
that future version will more freely create desired objects. 
More massive test runs may eliminate the bias of 
background tone dictation. The significance of other objects 
and their position in the image may be identified if we use 
static background tones and let other features settle.  
Statistical analysis of the generated image parameters should 
be done in order to fully determine possible correlating 
parameters. So far the observations have been made by 
observing the images and analyzing only a couple of 
variables. However, so far the work is been mostly 
experimental, the goal has been to solve what this kind of 
optimization approach results in software testing, and how 
the method could be further improved.  
After a satisfying fitness function has been found, the 
obvious application of the above testing method is automatic 
dithering method design. One GA generates halftone filters 
while the other GA tries to create the hardest test image for 
each filter. The best filter being the one where the hardest 
test image is closest to the original after dithering. In general 
this kind of GA based approach could be used in the design 
and testing of demanding software. 
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