Production Planning in
Printed Circuit Board
Assembly

Jouni Smed

ACADEMIC DISSERTATION

To be presented, with the permission of the Faculty of Mathematics and
Natural Sciences of the University of Turku, for public criticism in the Au-
ditorium of the Department of Computer Science on January 26th, 2002, at
12 noon.

University of Turku
Department of Computer Science
FIN-20014 Turku, Finland
2002



Supervised by

Professor Olli Nevalainen, Ph.D.
Department of Computer Science,
University of Turku

Turku, Finland

Professor Timo Jarvi, Ph.D.
Department of Computer Science,
University of Turku

Turku, Finland

Assistant Professor Ville Leppanen, Ph.D.
Department of Computer Science,
University of Turku

Turku, Finland

Mika Johnsson, Ph.D.

R&D Manager,

Assembly Engineering

Valor Computerized Systems (Finland)
Turku, Finland

Reviewed by

Professor Pekka Kess, Dr.Tech.
Institute of Industrial Management,
University of Oulu

Oulu, Finland

Professor Jyrki Nummenmaa, Ph.D.

Department of Computer and Information Sciences,
University of Tampere

Tampere, Finland

ISBN 951-29-2241-X
ISSN 1239-1883
Painosalama Oy, 2002
Turku, Finland



Abstract

In this thesis, we approach production planning in printed circuit board
(PCB) assembly from theoretical and practical point of view. We discuss
technical aspects of PCB assembly concentrating on problems associated
with component insertion. We review the literature and form a hierarchical
classification scheme for production planning problems encountered in PCB
assembly. In addition, we enlist the subproblems associated with each prob-
lem class and discuss their relevance. This study also includes three software
systems developed for real-world production planning in PCB assembly. We
present each of these systems, analyze their design and implementation, and
review their effect on the production.
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Chapter 1

Introduction

PLaN, v.t. To bother about the best method of accom-
plishing an accidental result.

—Ambrose Bierce, The Devil’s Dictionary

Electronics technology is pervasive in modern society, and electronic de-
vices can be found every place imaginable: in office equipments, domestic
appliances, cars, locks, navigational instruments, surgical instruments, mu-
sical instruments—just to name a few. In the current situation, there could
hardly exist a more competitive industry. Fierce global competition and
rapid technological advancements require continuous improvement in qual-
ity and productivity, and, as a result, the product life cycles have become
ever shorter. Product longevity and mass production are privileges of few,
while most of the manufacturers—even the big names—have to adapt to
quick changes. This dynamic production results in that the production
planning problems in electronics assembly are hard and need to be solved
quickly.

The production planning problems provide a basis for software systems.
Obviously, a general system, which would suit to different environments,
would be ideal, but in reality we have to impose restrictions on the problem
in order to solve it. This work is limited to problems arising from elec-
tronics manufacturing, more specifically, from printed circuit board (PCB)
assembly.

Let us first briefly examine what production planning is.

1.1 Production planning

Production planning refers to the process of establishing strategies for pro-
ducing finished products so that manufacturing resources are used efficiently.
It represents the link between engineering design and shop floor manufac-
turing, which involves four kinds of activities [20, 22]:

1



2 CHAPTER 1. INTRODUCTION

e planning, where the production is planned without specifying every
detail, with a relatively long time horizon and an aggregate view of
the manufacturing system,

e scheduling, where the routing and timetabling of the various tasks
associated with the production are worked out,

e loading, where the work for a single operator or machine is timetabled,
and

e progressing, which is the checking that all is proceeding according to
plan.

Production control refers to the tasks required to ensure a proper imple-
mentation of the production plan despite the occurrence of random events
[20]. It includes the systematic planning, coordination and direction of all
manufacturing activities to ensure that products are made on time and at
reasonable cost. To put it briefly, the difference between production planning
and production control is that production planning is about anticipating fu-
ture events, conjuring up a plan and following the plan, whereas production
control is about reacting to events as they occur during the production.

Production planning decisions are frequently formulated in a hierarchi-
cal framework where they are decomposed into a number of more easily
manageable subproblems, which relate to a variety of decisions concerning
long-term (strategic), medium-term (factical) and short-term (operational)
planning [30, 60]. The main reason for the decomposition is that the pro-
duction planning problems are usually too complex to be solved globally,
whereas it is easier to solve each subproblem one at a time. The solution to
the global problem can then be obtained by solving the subproblems suc-
cessively. Naturally, this solution is not likely to be globally optimal, even
if all subproblems are solved to optimality. Nonetheless, this approach is
a productive and popular way to tackle hard problems. We shall return to
this subject in more detail in Chapter 2.

To realize a software system for production planning we have to establish
an interaction between the computer, which performs the scheduling and
loading activities, and the human who supervises the entire planning process.
Especially in dynamic production environments, production planning is best
realized by a synergy of the computer’s algorithms and the human’s effective
internal heuristics. In other words, the personnel responsible for production
planning should remain in control and be allowed to use their experience
and intuition and let the computer do the onerous tasks.

This idea is illustrated in Figure 1.1 [113]. The main part of the produc-
tion planning system is the model, which is an idealized description of the
production environment. This model can be made visual or its information
can be used to form an objective function. A production planning algorithm
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Figure 1.1: Production planning activities can be done by a user or an
algorithm. The algorithm can solve a combinatorial problem inexhaustibly
but it relies solely on the model. The user tends to try only few possible
solutions before choosing one but has often useful “outside” knowledge about
the problem environment.

uses the objective function to evaluate the solutions and, consequently, it
sees the model only. Conversely, the user usually has some outside (i.e., not
modeled) knowledge about the problem (e.g., has the machinery working
properly or is it the last week before summer holiday). Since the model can
never be accurate enough, the user must have the final word on the produc-
tion plan, and the software system should provide the user with sufficient
support for making the decisions.

The production planning applications described in Chapter 3 are based
on this idea of distributing the planning activities. The algorithmic research
coincided with the system design, which led us to adopt the approach. The
systems discussed in this work were developed for production planning prob-
lems arising from printed circuit board assembly, which we shall review next.
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1.2 Printed circuit board assembly

A printed circuit board (PCB), which connects components, integrated
chips and other devices together, is the heart of every electronic appara-
tus. PCBs have evolved since the 1950s towards smaller and smaller board
sizes with more functions, reliability and flexibility [82, 125]. For this rea-
son, PCB assembly requires complete agility and reliability, which are only
achievable with the use of robotics [55]. Manual assembly methods may pro-
vide the needed flexibility, but they cannot provide the reliability and speed
of robotic automation. When properly tooled, robotic assembly allows quick
change from one product to another, handling a higher mix of products with
reliability rates well in excess of non-robotic systems.

PCB assembly is characterized by designs that range from simple and
low-value board assemblies to very complex and high-value ones. Produc-
tion volumes for different products vary in a very wide range—from millions
to less than ten. One assembly system may encounter the assembly of PCBs
with frequent design changes in small-batch production, whereas another
system may assemble PCBs with a design that is fixed for six months or even
longer. A recent development in PCB assembly is the growing role of con-
tract manufacturing [97]. Many original equipment manufacturers (OEMs)
have abandoned the assembly line in favor of outsourcing the manufacturing
functions to contract manufacturers (CMs). CMs differ from OEMs in that
they build a variety of products for many different customers, whereas OEMs
build only their own products. Despite the wider product variety and more
dynamic product demand, CMs are expected to operate more efficiently than
OEMs. This trend further emphasizes the importance of developing better
production methods and systems.

Although this thesis is not about the assembly process itself, some tech-
nical details and terms are needed in order to understand the problems at
hand. Table 1.1 gives definitions for the technical terms used in this work.
For further details on the fundamentals of PCB assembly, see the first pub-
lication reprint [113] or [47, 82, 136].

Table 1.1: Glossary of PCB assembly terms [82, 119, 126]

adhesive a substance capable of holding material together
by surface attachment
axial-lead a through-hole component where the leads run
component through the central axis
bare board an unpopulated PCB
card a PCB of smaller dimensions
chip an individual circuit or component
continued on next page
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continued from previous page

chip shooter a high-speed surface mount component handler
and placer

component an individual functional element in a physically
independent body (e.g., resistor, capacitor, or
transistor)

conveyor a machine that supports a PCB and moves it
from one location to another

device an individual electrical circuit element that can-

not be further reduced without destroying its
intended function

double-sided a PCB assembly with components on both sides
assembly of the substrate
feeder an equipment that supplies components in the

proper orientation and sequence for picking by
a pick-and-place head

fiducial a feature on the PCB used to provide a com-
mon measurement point for steps in the assem-
bly process

head an element of pick-and-place machine that posi-
tions (e.g., rotates, feeds back x-y location, and
moves on z-axis) nozzles to pick and place com-
ponents

manual assembly an electronic assembly process carried out by an
operator primarily using hand tools, including a
soldering iron

multiple-lead a collection of components housed in one pack-

component age and inserted as one unit (e.g., dual-in-line
package and pin grid array)

nozzle a tool selected to interface between pick-and-
place head and each particular part being placed

panel an array of, usually identical, separate circuits
fabricated on a single substrate

pick and place an assembly operation where a machine orients

and places components on their pads on a sub-
strate prior soldering

placement a manual, semiautomatic, or automatic location
of a component, device, or chip at its intended
position

printed circuit a pattern of conductors printed (screened) onto

board (PCB) the surface of an insulating base to provide in-

terconnection for parts

continued on next page
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continued from previous page

radial-lead a through-hole component where the leads exit

component from only one end of package

reflow soldering a heat radiation or conduction soldering that
brings PCBs into contact with heated air to melt
solder

semiautomated a process for the manufacture of an electronic

assembly assembly carried out by an operator with a com-
bination of manual and automated equipment

solder a low melting point alloy, usually of lead and

tin, that can wet copper, conduct current, and
mechanically join conductors

solder paste a homogenous combination of solder particles,
flux, solvent, and a suspension agent used in the
surface mount reflow soldering process

substrate a supporting insulating material upon which
parts, substrates, and elements are attached

surface mount a manufacturing process that attaches compo-

technology (SMT) nents on the surface of PCB

through-hole a manufacturing technology, where the wire

technology leads of components are inserted through pre-
drilled holes on the PCB

turret head a pick-up and placement head with multiple
pick-up locations that generally rotates parallel
to the PCB

In a typical PCB assembly line, the production is organized into suc-
cessive work phases. In addition to component insertion and soldering, the
phases may include inspection and testing. The PCBs are transferred from
one phase to another either manually (e.g., in magazines which can hold
10-100 PCBs) or with a conveyor belt. Figure 1.2 illustrates the phases of
a surface mount component placement line. However, the production plant
may involve several lines and different types of component placements, which
is discussed in Section 2.4.

In the component placment machine, the substrate is either placed by an
operator or automatically transported to the staging area. After that, the
components are picked from the feeders with nozzles by using a vacuum and
usually realigned either mechanically or optically before they are placed into
the appropriate locations on the board. Some machine types are flexible in
the sense that they can handle a wide range of different substrate sizes as well
as a wide range of different component types, whereas others are restricted
to a condensed set of components, which they can operate at a much higher
speed. The three most common machine types are insertion machines, pick-
and-place machines, and rotary turret machines. An insertion machine has
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Surface mount component
insertion line

" Solder paste
dispenser

Figure 1.2: A PCB assembly line comprises subsequent operations. In a sur-
face mount technology line, component placement is preceded and followed
by solder paste insertion and reflow. The placement head picks a component
from a feeder into a nozzle and, after inspection and orientation, places it
on the substrate. When the substrate leaves the placment machines, the
initially bare board is populated by components.

either a fixed head and a moving table (to which the substrate is attached) or
a moving head and a fixed table. The head is connected to only one feeder,
and a separate machine produces an appropriate feeder tape if different
component types are needed. A pick-and-place machine has a moving head,
a fixed table and fixed feeders. The head travels to pick a component from a
feeder, moves it to the insertion location, prints the component, and finally
moves back to the next feeder. A rotary turret machine has a revolving
insertion head, a moving table and moving feeders (see Figure 1.2). There are
several variations of the basic machine types—for example, the machine may
have multiple insertion heads, duplicated feeders or duplicated tables—and
the machine vendors are constantly improving and redesigning the machines
to achieve better productivity.

No matter what the character of a particular production line is, the
common goal of plant managers is to obtain a high yield of the best quality
possible in the shortest time. To do that, each individual machine must be
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running at optimal capacity, every group of machines must be producing fin-
ished products efficiently and, in the light of this, decisions should be taken
for the scheduling of tasks for the entire production process. Production
planning in PCB assembly includes a number of different problems ranging
from optimizing the operations on a single machine to scheduling the jobs
of an entire plant, as we shall see in Chapter 2.

1.3 Research aims and contributions

The research of this thesis has been motivated by real-world production. The
initial aim was to build software systems for production planning problems,
but, it soon became evident that the problems had lumped together and
needed a more subtle approach. Therefore, this thesis concentrates on two
topics: (1) establishing a framework for the problems, and (2) building
software systems for solving them. These endeavors support each other,
since a solid framework enables us to pinpoint the critical problems, and
the software applications provide us with a test ground for analyzing and
improving the solution methods for these problems. Nevertheless, we have
also tried to keep the focus on the users and usability of the system. This has
led us to the idea of distributing the planning activities, which we discussed
in Section 1.1.
This thesis has three major contributions:

1. A hierarchical classification scheme for PCB assembly problems.
2. Three software systems for production planning in PCB assembly.

3. Demonstrations of the benefits of Group Technology (GT) in PCB
assembly.

The hierarchical problem classification, introduced in [100, 60], has been re-
fined and enlarged on in the first paper of this thesis [113], where it forms
the basis for a literature review. The previous problem classifications have
been restricted to certain narrow areas of PCB assembly (e.g., the opera-
tions of a single placement machine), whereas our classification extends from
individual machines and PCBs to the whole production environment. We
shall elaborate on the scheme in Chapter 2

We discuss various aspects of the three production planning systems in
several papers: Interactive Production Scheduler system for Nokia Display
Products is the topic of papers two [66] and three [56], PCB Grouper system
for Teleste Corporation paper four [116], and ControlBOARD system for
Teleste Corporation papers five [117] and six [67]. We shall give a summary
of the features and results of each system in Chapter 3.
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This work concentrates specifically on setup strategy (see Section 2.2).
We have applied Group Technology in both PCB Grouper and Control-
BOARD systems. The observed increases in productivity have been consid-
erable, and we report the results in papers four [116] and five [117]. GT also
allowed us to use a fuzzy multiple criteria optimization, which we discuss in
the sixth paper [67]. In the seventh paper [106], we compare GT methods to
other suggested methods and show that the computational results further
confirm the advantages of the GT approach in PCB assembly.

1.4 Outline of the thesis

We describe a hierarchical classification for the production planning prob-
lems in PCB assembly in Chapter 2. We give only a brief summary of the
literature, since a more detailed survey can be found in the first paper [113].
In Chapter 3, we give a postmortem of each of the three production planning
applications developed for real-work PCB assembly. In each case, we collect
the system features, our observations, the lessons learned, and the feedback
from users. Chapter 4 comprises summaries of the seven publications in-
cluded in this thesis. Concluding remarks appear in Chapter 5. The seven
publication reprints conclude the work.
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Chapter 2

Hierarchical Problem
Classification

I think you know what the problem is just as well as I do.
—HAL in 2001: A Space Odyssey

The challenges in PCB assembly vary from deciding part printing sequence
for an individual board to scheduling the entire production process for a
plant efficiently. The vast variety of planning and control decisions involved
has led to the widely used approach of hierarchical decomposition to solve
problems, which means the breaking down of complicated tasks into simple
ones. The main reason for this kind of approach is that the original problem
is usually too complex to be solved globally, whereas it is easier to solve the
subproblems successively one at a time. Naturally, the overall solution is not
likely to be globally optimal, even if all subproblems are solved to optimality.
Nonetheless, this approach is a productive and popular way to tackle hard
problems, and the majority of production planning software systems utilize,
in some way or another, the hierarchical decomposition technique.

A typical hierarchical classification scheme discerns three levels of pro-
duction planning [30]:

1. Strategic level or long-range planning concerns the initial deployment
and subsequent expansion of the production environments (e.g., the
design and selection of the equipment and of the products to be man-
ufactured).

2. Tactical level or medium-range planning determines the allocation
patterns of the system production capacity to various products so that
external demands are satisfied (e.g., by solving the batching and load-
ing problems).

3. Operational level or short-range planning coordinates the shop floor

11



12 CHAPTER 2. HIERARCHICAL PROBLEM CLASSIFICATION

production activities so that the higher level tactical decisions are ob-
served (e.g., by solving the release and dispatching problems).

Yet, these levels are not clear-cut, and the decomposition can depend on the
product mix (e.g., the diversity of PCB types and batch sizes), the equipment
(e.g., the number of machines and machine types), or the managerial policy
(e.g., the setup frequency and the willingness to redesign the lines on a
regular basis) [32].

We can break down the production planning problems of PCB assembly
into these three levels [60, 95]. In the strategic level, the planning focuses
on determining the best set of production equipment for the operation (e.g.,
running a simulation on how much money should be invested in new equip-
ment and what kind of machines should be purchased). These decisions are
usually made on economical basis, and they are revised over long opera-
tional periods, typically measured in several months. We do not consider
these long-range planning problems in this work but concentrate on the two
lower levels. At the tactical level, the decisions concern machine and line
configurations, production schedules, batch sizes, and work-in-process lev-
els. Finally, the operational level addresses the day-to-day operation of the
equipment (e.g., how to manufacture a product).

We can classify tactical and operational PCB assembly problems accord-
ing to the number of different board types (one or many) and machines
(one or many) present in the problem [63, 113]. Accordingly, the four main
problem classes are (see Figure 2.1):

e ONE PCB TYPE AND ONE MACHINE (1-1) class comprises single ma-
chine optimization problems, where the goal is to minimize the print-
ing time of the machine.

e MuLTIPLE PCB TYPES AND ONE MACHINE (M-1) class comprises
setup strategies for a single machine.

e ONE PCB TYPE AND MULTIPLE MACHINES (1-M) class concentrates
on component allocation to sequential insertion machines.

e MuLTIPLE PCB TYPES AND MULTIPLE MACHINES (M-M) class repre-
sents scheduling problems.

The flow chart in Figure 2.2 illustrates the planning problems typifying these
classes. At the tactical level, scheduling includes deciding how and in what
order to operate the machinery to produce a set of different PCBs (i.e.,
allocation and sequencing). Here, a typical schedule would be executing
the weekly production plan. At the operational level, we focus on assembly
lines (i.e., balancing the workload) and individual machines (i.e., choosing a
setup strategy). At the most basic operational level is the optimization of the
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Figure 2.1: A hierarchical classification scheme of the PCB assembly prob-
lems [114]

single machine producing either a single product or a number of products.
All these problems are connected to each other so that the solving of the
complex problems requires the solutions of the simpler ones. For example,
when solving line balancing, we must be able to optimize the feeder setups
for the machines and optimize the insertion order for every board. Similarly,
we need to solve the line balancing in order to build an efficient schedule.

The main advantage of the hierarchical classification scheme is that it
makes it easier to recognize the problems and to find suitable and efficient
approaches for solving them. In addition to theoretical interest, the scheme
also provides support for practical issues. It provides a natural basis for a
production planning system, where optimization is done separately for each
subproblem. It has provided us with good results in both designing and
implementing software systems for PCB manufacturers, as we shall see in
Chapter 3. For the remainder of this chapter, let us go over each problem
class individually.

2.1 Single machine optimization
Single machine optimization can be divided into four problems [19, 28, 44]:

e feeder arrangement problem (1-1a) concerns assigning components
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Figure 2.2: Tactical and operational production planning problems for a
hierarchy, where the higher level problems require solution for the lower
level problems.
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Figure 2.3: Single machine optimization problems are associated with the
component placements, the placement head or the component feeders.

to the feeder slots,

e placement sequencing (or insertion order) problem (1-1b) concerns
determining the sequence in which the components are printed on the
board,

e nozzle assignment problem (1-1c) concerns the tool changes for the
placement head, and

e component retrieval problem (1-1d) concerns selecting the feeder slot
where the component is retrieved if it has been assigned to more than
one slot.

These four subproblems are strongly intertwined and usually cannot be
solved independently. For example, an optimal placement sequence does not
guarantee optimal printing time if the feeder assignment is not considered—
it does not guarantee it even if the feeder assignment is optimized as well.
On the other hand, the type and design of the placement machine has a
major importance when solving the subproblems (e.g., the placement se-
quence for the same PCB in a pick-and-place machine and in a rotary turret
machine can be totally different).

Feeder arrangement and placement sequence are the most commonly
solved single machine problems. The combined problem can be formulated
as follows [32]: Let n denote the number of components to be placed, f(z) the
feeder delivering component 7 (¢ = 1,...,n) and C the number of available
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feeder slots. The decision variables are

1, if component j is placed directly after component ¢
T = (i,jzl,...,n)
0, otherwise

1,...,n;s=1,...,C).
0, otherwise

1, a feeder for component ¢ is stored in slot s (z =
Y5@)s =

Now, the problem is to

n n C
minimize Z Z Z CijsTijYf(5),s
i=1j=1s=1
s.t. x describes a Hamiltonian path,
y describes a feasible assignment,

where c;;; denotes the time elapsed between placing component 2 and plac-
ing component 7 when the feeder f(j) is stored in slot s. Obviously, if
the feeder arrangement is fixed, the placement sequencing problem can be
formulated as a traveling salesperson problem or the shortest Hamiltonian
path problem. Conversely, if the placement sequence is given, the feeder
arrangement problem can be reduced to a linear or quadratic assignment
problem. Although this problem formulation seems simple, in reality the
problems are hard to solve (see [12, 13, 28, 84]).

Apart from manufacturing a single product more efficiently, the research
on optimization of single machines is motivated by the consideration of
higher levels of the production planning hierarchy. The effective optimiza-
tion of the higher levels of the planning hierarchy presupposes good knowl-
edge of single machine problems. This property is essential in particular
at the line balancing level which is important for the overall efficiency of
the production. The vendor-supplied software systems optimize myopically
the operations of a single machine by using simple heuristics, whereas the
research on this thesis is based on the assumption that single machine prob-
lems do not exist by themselves without related higher level planning prob-
lems. This reality tends to be overlooked in the literature, thus reducing the
applicability of the proposed solution methods.

2.2 Setup strategy

When the type of PCB changes, the insertion machine undergoes setup
operations, which include the required component feeder changeovers. There
are two approaches to reduce setup times: reduce the time to set up a feeder,
or reduce the number of feeders to be set up [26]. In the latter case, the
general problem arrangement resembles the tool switching or job grouping
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problem traditionally associated with flexible manufacturing (e.g., metal
cutting) [30, 31, 77, 76, 123]. In PCB assembly, the setup strategies can be
classified as follows [86]:

e uynique setup strategy: Consider one board at a time and specify the
component—feeder assignment and the placement sequence so that the
placement time is minimized. This is a common strategy when dealing
with a single product and a single machine in a high-volume production
environment. Since the unique setup strategy considers only one board
at a time, it corresponds to single machine optimization.

e minimum setup strategy (M-1a): Sequence the boards and determine
feeder assignments to minimize the total component setup time. The
idea is to change only the feeders required to assemble the next board.
In general, similar product types are produced in sequence so that
little changeover time incurs.

e group setup strategy (M-1b): Form families of similar parts so that
setups are incurred only between the families. Therefore, any board
within a group can be produced without changing the component
setup. Because the placement time for a specific board is, in general,
larger than in unique setup strategy, some efficiency can be potentially
lost. However, this is compensated by less frequent setup operations,
which compensates the losses in machine speed, especially in high-mix,
low-volume production.

e partial setup strategy (M-1c): Sequence the boards and determine
a subset of the feeders on a machine that are changed when switch-
ing from one product to the next. Because the goal is to minimize
makespan, the partial setup strategy resides between the unique setup
strategy (where only the placement time for each individual PCB is
minimized) and the minimum setup strategy (where only the change-
over time of each PCB is minimized).

The main difference between the strategies is that setups occur less fre-
quently in the group setup strategy than in other strategies (see Figure 2.4).
In group setup, all the boards in a group are printed successively, and there
is no need for setup operations between the boards residing in the same
group. In the other strategies, setups can occur before each batch (i.e., a set
of successively assembled PCBs of the same type). Naturally, the size of the
required setup differs from one method to another.

Figure 2.5 illustrates how the minimum setup strategy can be utilized
in PCB assembly. In the example, there are six different component types
and six different board types to be manufactured. If the feeder capacity is
four, it is possible to sequence the boards so that at most one component
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Setup for each board
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v

Figure 2.4: In the unique, minimum and partial setup strategies each board
requires an individual setup (its size differs depending on the strategy). In
the group setup strategy the boards are grouped so that no intervening
setups occur.

is changed when the board changes. In Figure 2.6 the same board set is
organized by using the group setup strategy. In this case, it is possible to
divide the six boards into two groups which can share the same feeder setup.

In the group setup, the PCBs are grouped according to their component
requirements. After that, the components of each group are assigned to
feeder slots (i.e., feeder optimization), and the printing time of each PCB
is minimized separately on the basis of the feeder set-up of the group (i.e.,
printing order optimization). The type of production determines whether
the group setup strategy is dynamic or static. For example, if the whole
production comprises fifteen PCBs that can be divided into two groups, it
is probably preferable to form two static groups and alter the machine setup
between them. Here, the grouping is static in the sense that it remains
constant for a long period of time (e.g., for several months), whereas the
dynamic groups are (re)formed on a much shorter timespan (e.g., daily or
weekly). Nevertheless, the static group setup strategy requires that a new
PCB can be inserted to (or obsolete PCBs removed from) a static group
without having to form a new grouping. The static group setup strategy
is recommended if few groups can be formed from the active product set;
if the product diversity or the product variety is high, the dynamic group
setup strategy often offers a better alternative. In practice, however, the
production plants can usually settle on the static group setup.

We argue that the benefits of applying group setup strategy in high-mix,
low-volume environment include [112, 118]:

e the throughput is improved since setups are done less frequently (see
(116, 117)),

e less frequent setups also lead to that the human operator carrying out
the component changeovers is less prone to make mistakes,
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Figure 2.5: An example of the minimum setup strategy.
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Figure 2.6: An example of the group setup strategy.
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e smaller production batch sizes become economical, enabling to cut
down the WIP levels,

e the production sequence within a group can be easily altered without
affecting the predetermined feeder setup, and

e multiple criteria present in the production process can be accounted
easily and intuitively (see [67]).

2.3 Component allocation to sequential machines

If the production line comprises similar sequential insertion machines, it
may be possible to distribute the workload by allocating the components
carefully. The situation is illustrated in Figure 2.7, where the set of all re-
quired components is divided into (possibly overlapping) subsets according
to which machine can operate on which components. The component al-
location problem can be formulated as follows [59, 98]: Let n denote the
number of components to be placed, m the number of machines, and c;;
the cost (i.e., time) of placing component 7 on machine m. The component
allocation is denoted by

1, if component 7 (2 =1,...,n) is assigned to machine j
Tij = (1=1,...,m)
0, otherwise.

To balance the machine workloads, we must balance the total workload by
the machine. This is accomplished by assigning the components so as to:

n
minimize w = max Z Cij Tij
1=1,....m i—1

s.t. z describes a feasible component allocation.

In other words, the optimization criterion is to minimize the workload of the
machine with the maximum workload (i.e., to eliminate the bottleneck), see
Figure 2.8. It must be emphasized that line balancing does not mean that
each machine should have similar processing times—if that were the case,
an obvious solution would be to slow down all the other machines to the
speed of the machine with the maximum workload!

Another observation is that there are two kinds of balancing which must
be differentiated: the workload can be balanced either among several parallel
lines or among machines within the same single line [41]. The former clearly
belongs to the problem class (M—M), whereas the latter is an instance of the
problem class (1-M). The approaches for balancing parallel or single lines
are different and, therefore, should not be lumped together.
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Figure 2.7: An example of component allocation to similar machines. The

component set is divided into subsets, among which a setup for each machine
must be decided.
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Figure 2.8: In the initial situation, chip shooter 2 is the bottleneck of the
production line, since it has the maximum workload. By allocating the
components differently, the maximum can be minimized.
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In line balancing, it is important to have reliable estimates of lower level
production times [80]. Because these estimates are generated for numerous
solution candidates, they should be fast to compute. In commercial systems,
the estimates are usually calculated from the nominal component time (i.e.,
the production time is the sum of a fixed constant for the start and finish of
the assembly task, and a term which is a product of the number of compo-
nents and the placement time per component). The benefit of this method is
simplicity and, consequently, high speed. On the other hand, its accuracy is
modest and it suits only for finding an initial approximative solution to the
balancing problem. By refining this estimate to include, for example, the
number of different component types and the board size, one can increase the
accuracy considerably. A more detailed estimation can be achieved by using
simulation times obtained from built-in simulators for each machine type.
The simulators use, among other things, information about the placement
sequence, operation sequence, machine timings, component coordinates, and
machine geometry. The disadvantage of a simulator is that it does rather
complex computations which require a substantial amount of running time.
This limits its use in multi-product balancing and production scheduling.

2.4 Scheduling
Scheduling problems usually concentrate on

e allocating jobs to lines, which includes routing, lot sizing and workload
balancing between lines (M-Ma), and

e line sequencing (M-Mb).

Usually a good schedule must satisfy several objectives like meeting the due-
dates, preserving the production sequence from stage to stage, balancing the
workload, keeping the product families together, minimizing the size of the
internal buffer storages, and minimizing the machine idle times. However,
these goals are nearly always contradictory to each other, which makes the
scheduling a complicated task.

In PCB assembly, the problem settings are based on the flow shop model,
where the machine environment consists of a number of stages and each prod-
uct runs in the same order through these stages [23, 103, 108|. Figure 2.9
illustrates the machine layouts of the most important flow shop variants. In
a flow shop, there is only one machine in each stage and each product is
processed only once in each machine. If several different products are man-
ufactured in the same line, their sequence has an effect on the throughput of
the line because the time demands can vary considerably between different
schedules. In flerible flow, there is also one machine in each stage but the
product can skip over some stages [110]. Flezible flow shop (also known
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Figure 2.9: Typical production plant layouts for scheduling problems.

as network flow shop [79] or hybrid flow shop [51, 83]) is a generalization
of the flow shop scheduling problem, where each stage can include several
identical machines. The setup times or machine lines are not considered in
this problem formulation.

Flezible flow line comprises several production stages [132, 133]. The
machines in a stage are identical with each other. A product can therefore be
processed in any machine belonging to the stage, or it can skip it without
being processed at all (which is not allowed in flexible flow shop). Each
product passes the stages in a predefined order, and the transfer between
the stages is accomplished with the help of magazines or some other form
of transport. The setup time between different products, which is assumed
to be negligible, is ignored. Hence, the processing time is a function of the
processed product and the stage.

Generalized flexible flow line broadens this model by allowing the type
of the machines to vary inside a stage [62]. The machine type defines the
speed of the machine, and thus the processing time is a function of the
product and the machine type. Moreover, setup times are also taken into
account. The problem can be expressed in the three-tuple notation (see
[23]) as FMPM/p;j,d;,batch/ min " T2 which stands for a flow shop with
m machines; jobs with no preemption (i.e., the processing of a job on a ma-
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chine may not be interrupted); no precedence relations; all jobs are ready for
processing; processing demands differ; deadlines; batches; and the optimiza-
tion criterion is the minimization of the total sum of squared tardinesses
of the batches. For simplicity, the processing times can be assumed to be
stochastic, but the averages of the processing times are accurate enough for
evaluating different schedules. The schedule determines the machine alloca-
tion and the sequence of the jobs on each machine.

There are three different approaches to the flow line scheduling [56]: In
the algorithmic approach, the scheduling task is expressed as a mathe-
matical optimization problem and is usually solved with an approximation
algorithm [36, 72, 74]. In the interactive scheduling approach, the pro-
duction designer uses computer simulation to evaluate different schedules
[67, 109]. The hybrid approach integrates these two approaches and uses
the algorithms to produce a set of possible schedules which can be then
evaluated and manipulated by the interactive scheduling tool [49, 66].

2.5 Summary of the literature

Table 2.1 collects the literature on PCB assembly problems. The problems
addressed in each paper are identified using the hierarchical classification
scheme. In addition, each entry includes information of the machines or the
plant layout present in the problem and cross references to related papers or
similar problem settings. For more details, see the first publication reprint
[113].
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Chapter 3

Production Planning
Applications

PROGRAMMING, n. 1. The art of debugging a blank sheet
of paper (or, in these days of on-line editing, the art of
debugging an empty file). “Bloody instructions which, be-
ing taught, return to plague their inventor” (“Macbeth”,
Act 1, Scene 7). 2. A pastime similar to banging one’s
head against a wall, but with fewer opportunities for re-
ward. 3. The most fun you can have with your clothes on
(although clothes are not mandatory).

—The Jargon File, version 4.1.0

The research for this thesis includes the development of three software sys-
tems for production planning. In this chapter, we summarize the lessons
learned from both the software development process and the integration into
the production plant. The IPS (Interactive Production Scheduler) system
is discussed in Section 3.1 and in the second and third publication reprints
[66, 56]. The PCB Grouper system is discussed in Section 3.2 and in the
fourth publication reprint [116]. The ControlBOARD system is discussed
in Section 3.3 and in the fifth and sixth publication reprints [117, 67]. The
chapter is concluded by a summary of current research in Section 3.4.

3.1 Interactive Production Scheduler

The first system, Interactive Production Scheduler (IPS), was based on a
previous work, which used simulation approach and where the bias was on
replicating the work flow [62]. A full simulation turned out be an inefficient
design for implementing a real-world production planning system, because
the simulation runs took a long time. Also, the simulation results were too
detailed for the production planner, who is not so keen to keep track where

37
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Figure 3.1: A generalized flexible flow line (GFFL) environment used in IPS.
The internal storages buffer the products before they are transported to the
machine. The dashed lines indicate possible routes between the machines. A
physical line is usually a conveyor belt which couples two (or more) machines
together. Similar environments are described in [57, 71, 88].

a particular product is at the moment but wants to know whether it will be
finished on time.

The motivation behind the IPS system was to provide support for the
production planners who schedule PCB assembly operations in a GFFL
environment (see Figure 3.1). Previously, the production planners had to
calculate and estimate on paper the machine allocation and the sequencing
of the batches. The amount of information concerning this task is large, and
the decisions are hard to make, even if they are based on years of experience.
Moreover, planning the production without any computational support is
slow and subject to human errors. The planners can use their experience
and try to find a solution that fulfills the main criterion of scheduling, which
is meeting the duedates. The purpose of the IPS system was to give the
production planners support needed in the evaluation and comparison of
different solution alternatives. This way, they can allocate and sequence the
batches so that they meet the duedates, the idle periods are short, and the
machine load is balanced all the time.

The idea behind IPS is that production planners load and update the
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previous situation to correspond to the current state of the production. The
system computes a tentative update to which the planners can make changes.
Next, new batches are added to the updated situation. Different sequences
and allocations of the batches can be experimented by observing their effect
on the finishing times and machine statistics. Alternatively, schedules can
be produced by using algorithms. During this editing process the problems
in meeting the duedates are (possibly) removed until the solution is satisfac-
tory. The plan is then printed and the situation is saved for the next update
session.

3.1.1 System features

The system is based on an interactive graphical user interface (see Fig-
ure 3.2). Allocation and sequencing are represented by simple graphical
components which can be easily operated. The system supports decision
making by giving feedback of the solution (e.g., graphical charts).

The basic operations of the system include moving batches inside a ma-
chine and inside a machine bank (i.e., a set of parallel machines), inserting
or removing a batch. Additional data like the size, the duedate, the starting
and finishing time of processing are hidden by default and shown if wanted.
Several different forms for the data input are supported, and they can be
launched from the main window. The user can move batches freely inside
a phase, from one machine to another (allocation), reorder the batches (se-
quencing), or fix batches to certain machines.

The system computes the finishing time of each batch of the current
situation. This reveals the batches being late. The processing time of a
single PCB is obtained from previous production or calculated from the
speed of the machine and the number of components in each phase or the
time. The user receives graphical feedback as well as numerical data of the
situation.

The update operation uses the simulation model and updates situation
to a given moment of time in the future. If the situation suggested by the
update operation does not correspond to reality (e.g., a batch is actually
not yet finished or is finished but not in the system), the planners can make
changes to the situation maintained by the system. After that they can
either accept the update or cancel it. If the update is accepted, the system
automatically removes all finished batches.

The schedule can be built algorithmically, and these generated sched-
ules can be used either directly or they can be enhanced further by manual
editing. The algorithms consist of four distinct stages: initial allocation, al-
location enhancement, initial sequencing and sequencing enhancement. The
enhancement is achieved by using local search methods based on swapping
techniques as described in the third publication reprint [56].
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Figure 3.2: A screenshot from the Interactive Production Scheduler system.

3.1.2 Observations and discussion

IPS did not succeed in becoming a tool for daily use. One of the reasons
for this was that, initially, the system did not offer much more than auto-
mated estimations for a given schedule. There were no actual scheduling
algorithms in the first version of the system, and, therefore, it was only a
slight improvement to the pen-and-paper method used in the plant. How-
ever, the algorithms, which were being developed separately, were included
in the system later on, but then the circumstances at the plant had altered
drastically, and most of the production had been transferred abroad, leaving
behind only a small line for assembling prototype series.

There were also other reasons why the first system was not so successful.
We did not realize how dynamic the actual production plant really is. We
did anticipate that we should make as few assumptions about the production
as possible but, nevertheless, the system was too crude for real-world use.
For example, batch splitting (which leads to preemptive scheduling) was
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considered in design phase but not implemented since it complicates the
system (e.g., if a batch is split in one phase, can it still be merged together in
another? what if only a part of it is merged or the batches were not originally
together?). However, batch splitting turned out to be an important aspect
in the planning process—and the first feature requested by the users. In
production, it is often necessary to allow to halt the batch being currently
processed, because some other urgent batch (e.g., a prototype series) must
be processed before it.

Another important aspect, which IPS initially did not support, is ma-
chine interruptions (caused by breakdowns or maintenance), which turn out
to be rather common. The normal operation of a machine can be interrupted
by a breakdown, and the machine has then to be temporarily put off-line.
Also, the maintenance and preproduction series, which cause delays which
are known beforehand, must be taken into consideration when planning the
production. Therefore, the user needs an option for taking the machine
off-line for either a predetermined or indeterminate period of time. This
is a cumbersome task to realize in a generalized flexible flow line (GFFL)
environment, since it requires both batch splitting and rerouting, and it still
poses an open question how to handle the interruptions smoothly.

On the theoretical side, we designed algorithms for a complex scheduling
problem. In our previous work, we had already recognized the properties
of the GFFL environment and analyzed it using simulation [62]. The al-
gorithms introduced in the third publication [56] were tested on both real-
world cases provided by our industrial partner and randomly created cases
resembling normal production.

We realized already in the start that the production planners have expe-
rience and knowledge of the problem environment that our system cannot
surpass. Therefore, the system should be supportive rather than controlling.
IPS realizes this in two ways: It provides a graphical representation of the
schedule for easy editing, and it includes algorithms for doing exhaustive
searching. IPS as well as our later systems have demonstrated that this idea
of distributing the planning activities (which we discussed in Section 1.1) is
a fruitful approach for developing production planning software.

During the design phase of IPS, we observed how the production planners
process the scheduling problem on paper when they try to solve it, and
adopted those ideas for the visual layout. During the testing it turned out
that the users liked our ideas for the GUI and were keen to adopt it since it
resembled much of their previous working procedures. Moreover, we realized
early on that although the production plan is made for a given period of time,
the production does not begin with an empty line, and neither does the line
remain empty, when the last batch in the current plan has been completed.
In addition, we seldom know the whole production program at the beginning
of the weekly planning period. The planning is dynamic in the sense that
new batches will be inserted during the planning period. This is known as a
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Figure 3.3: The work phases of an SMT assembly line. First, a bare board
passes a glue dispenser. Next, the actual printing is done by a fast chip
shooter and a slow but flexible precision machine. Finally, the PCB visits
an oven that hardens the glue. The board is then stored before manual
component insertion. Similar lines are described in [33, 50, 120, 135].

rolling schedule, where the scheduling problem is solved for the immediate
decision period, and the problem is then updated and resolved one period
later. Observing and realizing these aspects of the problem solving enabled
us to make the system less rigid (or algorithm dependent) and more dynamic
than was our original intention. The subsequent software developments
proved this approach to be productive.

3.2 PCB Grouper

The second system, PCB Grouper, focused on a production line for SMT
component printing (see Figure 3.3), which is a common layout in high-
mix, low-volume production environments. The problem is different from
the GFFL environment of the IPS system because it concentrates on one
machine on the production line. More specifically, the PCB Grouper sys-
tem concentrates on realizing the group setup strategy (see Section 2.2) in
the chip shooter machine (for a study on the precision machine, see [94]).
Consequently, the system is closely associated with single machine optimiza-
tion problems (feeder arrangement and placement order) but since systems
for these problems were already developed, it was possible to incorporate
them in the PCB Grouper system (for further details on the single machine
optimization, see [60]).

The overall design process included the introduction of a new operation
policy for the plant. Before the PCB Grouper system, the line operated
on a unique setup strategy with a standard setup for the most frequently
used components. The printing programs were laborious to update, which
caused that the standard setup components were seldom changed. As a
consequence, the standard setup gradually corrupted to contain components
whose demand was not maximal any more. In addition, there was no efficient
method for solving a new standard setup. Each product required a separate
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setup because each printing program required a new setting for the custom
setup components. Furthermore, it was seldom possible to print one product
during the setup of another. The order of the components in the feeders was
not very efficient, which further reduced the productivity.

Our analysis suggested that group setup strategy would be suitable for
the line; however, the idea of a standard setup was retained, since it could
be easily included in the machine’s symmetrical layout. The total number
of different jobs (or PCB batches) processed on the line is high but the
amount of PCBs in a job is usually small, and thus the setup times form a
significant part of the total production time. Therefore, the main objective
is to minimize the setup times by grouping the products efficiently. The
system tries to minimize the number of groups by using a repair-based local
search heuristic. Repair-based in this case means that capacity constraints
can be violated occasionally to broaden the scope of the search after which
the repair operations are used to bring the search back to the set of feasible
solutions. The algorithm can be stopped at any time and the currently best
solution is available to the user.

The revised production planning system solves the observed inefficiencies
by introducing a method for choosing the standard setup, forming groups
of jobs with the same feeder setup, optimizing the feeder setup for groups,
and optimizing the component placement sequence for each job in the group
using the same feeder setup. The new ideas were adopted in the plant and
they changed the way the work was organized.

3.2.1 System features

The system includes tools for grouping the jobs of the production plan and
optimizing the setup for each group (see Figure 3.4). When using the system,
the production planners can

e choose the products from a product list,

e choose which heuristic method is applied to form the groups,
e assign the standard setup,

e assign a custom setup for a given group,

e optimize component placement sequence for a whole group or for some
jobs within a group,

e compare two groups in order to discern mutual components and their
respective locations,

e view the current groups by listing the jobs, the components or the
feeder setup,
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Figure 3.4: A screenshot of the PCB Grouper system.

e remove groups,

e move jobs between groups,

e get graphical and numerical information of the groups and the jobs,
e inspect whether a new job can be inserted to some existing group, and

e edit the component library.

The groups and the jobs within a group can be resequenced freely. The
latter does not affect the setup times since no setup is needed for jobs in
the same group. This allows the production planners to form a feasible
schedule for the production by providing their knowledge on the duedates,
the batch sizes, the required conveyor widths and the availability of required
components.
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3.2.2 Observations and discussion

We compared several different heuristic algorithms for realizing the grouping
before deciding to use repair-based local search heuristic [115, 116]. The
chosen heuristic performed well on our tests; for example, in the cases with
a realistic size (30 jobs) it found always the optimum solution. The same
method was also used in the succeeding ControlBOARD system.

The PCB Grouper system was commenced in real-world production in
May 1997, and, right from the start, the response was exceedingly positive.
Again, the production planners find the system easy to adapt to, and the
group setup strategy suited their work rhythm (one planner even commented
that he could now enjoy his coffee breaks without being forced to rush back
to the machine every once in a while).

The effect on the production was even more significant. To evaluate the
difference the manufacturer collected statistical data from the production.
We compared the first ten-week period after the change to PCB Grouper
with the preceding twenty-week period and observed the following improve-
ments:

e The average number of component placements per hour (of total time)
increased by 57.6 percent.

e The average number of component placements per hour (of the actual
printing time) increased by 16 percent.

e The average number of completed jobs in a week increased from 22 to
28.

e The average time to change from one job to another (including machine
setup and other delays) on the whole line decreased 35.5 percent.

To summarize, the introduction of the PCB Grouper system entailed a ma-
jor improvement in productivity—and won for the production planners the
manufacturer’s yearly awarded efficiency trophy.

3.3 ControlBOARD

At the same time that PCB Grouper was being developed, we were already
experimenting with new ideas for a better model of the plant [68]. The
improved model considers also the line configuration and its characteristics.
This time we decided to base the system on fuzzy multiple criteria op-
timization. Our other goal was to improve the GUI, which in the PCB
Grouper had been down-to-earth and without much of the features that we
tested in IPS. Thus, the premise of the new system, ControlBOARD, was
to incorporate the algorithms from PCB Grouper, the GUI from IPS, and a
more accurate model of the production environment.
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In ControlBOARD, the main objective is to minimize the setup times
by grouping the products more efficiently than in PCB Grouper. First, the
system forms an initial solution by minimizing the number of groups heuris-
tically. After that, the grouping is improved by considering the following
additional criteria:

e The conveyor track widths of the PCBs in a group should be equal.

e Opposite sides of a double-sided PCB should be processed in the same
group.

e The number of different components needed for the group setup should
be minimal.

e Jobs belonging to the same urgency class should be in the same group.

e A group should comprise only boards with similar solder reflow oven
temperature.

e The number of groups should be minimal.

e The sum of setup sizes of all the groups should be minimal.

Each criterion is associated with a fuzzy set and a weight indicating its
relative importance. Weights ensure that the more important criteria have
a greater effect on the objective function than the less important ones. A
good solution is one that satisfies all the criteria but the objective function
has also compensatory properties so that the effect of one poorly satisfied
criterion is not too drastic on the result.

In ControlBOARD, the work process of the production planners has
three stages: PCBs are grouped according to their components (job grouping
problem), the components of each group are assigned to feeder slots (feeder
optimization), and the printing time of each PCB is minimized separately
on the basis of the feeder setup of the group (printing order optimization).

3.3.1 System features

The graphical user interface (see Figure 3.5) provides the production plan-
ners with a clear visualization of the production plan, a set of possible oper-
ations for altering the grouping (e.g., moving jobs between groups), warning
for exceptional situations (e.g., component starvation), numerical informa-
tion (e.g., estimated printing times) and tight integration with other systems
(e.g., printing order optimization).

The production planners’ responsibilities include data input (e.g., adding
new jobs to the schedule), grouping the jobs manually, setting the impor-
tance of each criterion for the schedule improvement algorithm, and running
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Figure 3.5: A screenshot of the ControlBOARD system.

feeder and print order optimization for selected jobs or groups. Control-
BOARD system provides an algorithm for improving the schedule according
to user-defined criteria, feeder optimization for a given set of jobs, printing
order optimization for a given set of jobs using a given feeder setup, and an
overall drag-and-drop user-interface, which allows the production planner to
arrange the jobs in the schedule (and a repository for the unscheduled jobs)
and gives a visual representation of the schedule. The system uses external
data files for defining the machine characteristics and deriving the required
product data. Furthermore, the system features include

e a visual presentation of the overall state of the production,

e a possibility to edit the schedule manually (the system checks the
capacity constraints automatically) or improve it algorithmically,

e information about products, jobs, components, simulated times etc.,
and

[ J

a possibility to employ feeder and printing order optimizers selectively.
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3.3.2 Observations and discussion

As we expected, the new system did not bring off such drastic and immediate
improvements as PCB Grouper, but it helped to visualize the situation and
allowed the production planners to participate more actively in refining the
schedule. Generally speaking, the system included so many minor but im-
portant improvements and upgrades that it is hard to give a comprehensive
list.

Also in this case, we observed the changes in productivity. Before the
system was introduced, the productivity had decreased almost back to the
same level where it had been before PCB Grouper because the type of
production was somewhat altered: the batch sizes had decreased (i.e., there
were more jobs to be scheduled) and component starvations had narrowed
the usability of the grouping. ControlBOARD, however, coped better with
the new type of production and the net amount again increased. Also, after
the introduction of PCB Grouper, the setup time had increased (while the
number of completed jobs had not increased in the same proportion) because
the system could not adapt to the unexpected changes in the production.
Again, ControlBOARD managed to restore—and even reduce—the setup
time, which was essential in the new situation. Furthermore, the number
of jobs completed weekly increased 65 percent while the average batch size
remained on the same level.

The system benefits the production planners as well as the workforce
assigned to operate the machine. The job grouping approach increases the
accuracy of the production because there are less setup operations (e.g., the
risk of misplacing a component feeder diminishes). It also allows to pro-
duce smaller batches efficiently and to reduce the size of the work-in-process
storage. Printing order optimization enhances the component placement
speed and, consequently, increases the productivity. To put it briefly, the
system enables better reactivity to changes in the production and provides
an easy-to-use tool for the production planners.

3.4 Current research

Recently, parts of the systems described in this chapter have been included
and adapted to the Trilogy 5000 system of Valor Computerized Systems
[127]. The systems are now being developed commercially to be integrated
into a broader context of manufacturing software (e.g., CAD, CAM, assembly
analysis). Also, the work for supporting more machine types and more
machine vendors (e.g., Panasonic, Siemens, Sony) has been carried out.
Our current research interests include workload balancing in a single
line. The modern production environments usually comprise different types
of placement machines—possibly even from several different vendors. This
complicates the line balancing problem, since it requires an efficient and



3.4. CURRENT RESEARCH 49

accurate method to evaluate the production times in each machine. There
are several different techniques to do this, and we are currently developing
suitable estimation methods by applying regression analysis [80].

Besides new research problems, it has become evident that the (genuine)
scheduling problems, which we were considering in the IPS, are now more
topical, since there is a demand for easy-to-use and flexible scheduling sys-
tems in plants with complex shopfloor layouts. In this respect, we outlined
in [113] the six key topics for future research:

1. supporting rolling horizon production planning,

2. applicability in real-world environments,

3. coping with dynamic production,

4. multiple criteria optimization,

5. interaction of the production planner and the software, and

6. integration with other software systems.

In the three applications described in this chapter, we have taken the first
steps into the right direction but our goal still lies far ahead.
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Chapter 4

Summary of Publications

Every paper published in a respectable journal should have
a preface by the author stating why he is publishing the
article, and what value he sees in it. I have no hope that
this practice will ever be adopted.

—DMorris Kline

IN THE FIRST PAPER [113], we summarize the concepts behind production
planning in electronics manufacturing. We argue that PCB assembly can be
treated as a flexible manufacturing system (FMS), since the production al-
most always uses the same machinery to produce different product types. We
recognize three levels of planning problems: (1) strategic or long-range plan-
ning (e.g., deciding the equipment and the products to be manufactured),
(2) tactical or medium-range planning (e.g., solving the weekly production
schedule), and (3) operational or short-range planning (e.g., optimizing the
manufacturing operations for a product). Existing production planning sys-
tems concentrate on levels 2 and 3. We summarize technical details of PCB
assembly, and introduce different placement machine types and production
plant layouts. The major part of the paper is dedicated to a survey of the
relevant literature for which we present a hierarchical classification scheme.
After the survey, we give a summary of the existing commercial production
planning systems, and, as an example, present a more detailed description
of one production planning system.

IN THE SECOND PAPER [66], we consider the scheduling and sequencing of
products in an automated PCB assembly plant comprising subsequent pro-
duction stages and parallel placement machines. We describe an interactive
production planning system, which simulates the production from an initial
situation to a given moment in the future. Based on the simulation, the
system presents graphical and numerical data including lateness, machine
workload, machine usage, and internal storage level graphs. In addition, the
simulation gives estimated starting and finishing times for each job in the

51
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schedule. Apart from simulation, the system includes an interactive GUI,
which allows the production planners to edit the schedule, the machine prop-
erties, and the plant layout. The system can be used as a basis for testing
scheduling algorithms, which is done in the third paper.

IN THE THIRD PAPER [56], we continue by comparing different scheduling
algorithms in the system described in the second paper. The objective func-
tion used in the comparison tries to minimize the sum of squared tardiness
of the jobs, the sum of internal buffer size of the machines, the sum of in-
ternal waiting time of the jobs, and the sum of number of families of the
jobs. The algorithms allocate the batches to machines and then try to im-
prove the allocation; after that they sequence the batches and then try to
improve the sequence. We conclude from the experiments that initial allo-
cation by batches with an improvement with globally best pair algorithm
and improving the sequence by alternating the method works best.

IN THE FOURTH PAPER [116], we discuss the job grouping problem in a typ-
ical SMT production line. The production environment comprises a single
assembly line, where one placement machine is the bottleneck. The produc-
tion is high-mix, low-volume which causes several setup operations daily. By
applying job grouping, the number of setup operations decreases, since all
the products within one group can be manufactured with the same setup.
We use approximative algorithms and give a mathematical 0/1 integer pro-
gram to obtain the exact result. Test cases with realistic size (30 jobs)
confirm that approximative solutions are nearly always also the optimum.
We report that the system had a major impact on the productivity of the
company: the average number of component placements per hour increased
by 58 percent and the average job changeover time decreased by 35 percent.

IN THE FIFTH PAPER [117], we introduce an improved production planning
system for the same environment as in the fourth paper. The new system
observes multiple criteria, has a seamless integration to the other optimiza-
tion software and includes an improved GUI. We use the repair-based local
search method which has proven to work best in job grouping. Multiple cri-
teria are included in problem formulation by refining the objective function
with fuzzy sets and aggregation operators, which are described in the sixth
paper. We report that the new system provided flexibility and robustness
that the previous system lacked. After installation, it increased the number
of jobs completed weekly by 65 percent.

IN THE SIXTH PAPER [67], we describe the fuzzy multiple criteria optimiza-
tion of the job grouping problem in detail. Some constraints (e.g., compo-
nent capacity) are regarded as hard constraints in the sense that they cannot
be violated, while others (e.g., priority) are considered to be soft constraints



53

and they can be violated if necessary. All the soft constraints can be repre-
sented as fuzzy sets to form a multiple criteria objective function. Different
importance of the criteria can be considered by weighting the fuzzy sets.
After that, the criteria are combined together by an aggregator to get the
final, single-valued objective function. We demonstrate that our objective
function for the job grouping problem has the desired effect on the solution
in test cases and that the results are in accord with the real-world results of
the fifth paper.

IN THE SEVENTH PAPER [106], we compare group and minimum setup strate-
gies and review the implementations suggested in literature. Each algorithm
is used to solve test cases documented in the literature as well as problems
based on real-world production data. To evaluate the results of the compu-
tational experiments we use a cost function which accounts both the number
of machine setup occasions and the total number of component setup oper-
ations. Based on the evaluation results we conclude that the group setup
methods tend to yield better overall results.



54

CHAPTER 4. SUMMARY OF PUBLICATIONS



Chapter 5

Concluding Remarks

Whatever you do will be insignificant, but it is very im-
portant that you do it.

—Mahatma Gandhi

We studied production planning problems arising from printed circuit board
assembly. We argued that by distributing the production activities between
the user and algorithm we can increase the usability of a production plan-
ning system. This turned out to be essential in PCB assembly where the
production is highly dynamic and includes uncertainties. On the theoretical
section, our intention was to recognize the production planning problems
of PCB assembly, form a hierarchical classification for them, and review as-
pects of each problem class. This decomposition scheme is used as a basis
for the three production planning software systems, which were developed
for real-world use. We described the features of each of these systems and
discussed our observations and experiences on development process. Finally,
we outlined six key topics that the production planning systems should con-
cern.

If one lesson can be learned from production planning, it is that it is
hard to predict the future. The development of PCB assembly technology
(in the machinery as well as in the products) is carried out with great pace.
The manufacturers are keen to adopt each new invention, and the modes of
production evolve in accordance with financial situation. Nevertheless, the
general ideas and lessons learned, which we have discussed in the preceding
pages, should last—even if the PCB assembly in the current form does not.
To put it briefly, you cannot rely solely on planning; for that matter, you
cannot rely solely on control, but you must find where they are best utilized.
Unexpected events will occur and accidents will happen, and you should be
able to control the production also at these times. But, hopefully, most of
the time you can carry out the plans you have made. In this respect, man-
ufacturing is like any other human endeavor: susceptible to forces unknown
but still worth planning ahead.
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