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Abstract

There is growing interest in creating large-scale computational models for bio-
logical process. One of the challenges in such a project is to fit and validate
larger and larger models, a process that requires more high-quality experimental
data and more computational effort as the size of the model grows. Quantitative
model refinement is a recently proposed model construction technique addressing
this challenge. It proposes to create a model in an iterative fashion by adding
details to its species, and to fix the numerical setup in a way that guarantees to
preserve the fit and validation of the model. In this survey we make an excursion
through quantitative model refinement – this includes introducing the concept of
quantitative model refinement for reaction-based models, for rule-based models,
for Petri nets and for guarded command language models, and to illustrate it on
three case studies (the heat shock response, the ErbB signaling pathway, and the
self-assembly of intermediate filaments).

Keywords: Quantitative model refinement, heat shock response, intermediate fil-
aments, Erbb signalling, acetylation.
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1 Introduction

Building and analysing large-scale models has attracted much attention recently
as shown, e.g., by building whole-cell models [24] or organ models [2, 34]. This
is supported by advancement of biotechnologies, especially in terms of growing
amounts of experimental data leading to a deeper understanding of the functions
of a cell. On the other hand, the computational techniques for building biomodels
have seen in contrast more modest progress. The most commonly used technique
today is to compile a collection of submodels and to focus the computational effort
on the communication and compatibility between them. This is a rather ad-hoc
approach, highly sensitive to availability of existing submodels and vulnerable
even to minor changes in them.

We discuss in this paper an approach for building large-scale models based on
the idea of iteratively building the model through adding details to it step-by-step
so that its experimental fit and validation is preserved in each step. This allows the
modeler to start with an abstract view of the model and to add details to it as they
become available; it also allows the modeler to deal with a hierarchy of models
and to easily zoom-in and -out to various levels of detail as needed in various
applications. Several methods have been proposed to facilitate model refinement
in different frameworks, e.g., ODE-based models [19, 9], rule-based models [29],
Petri nets [37], biochemical reaction networks [21], π-calculus [33].

This paper is thought of as an excursion through quantitative model refine-
ment, introducing briefly the concept of fit-preserving refinement in several mod-
eling frameworks and demonstrating it on three case-studies. It is only partially
self-contained due to space restrictions; instead it indicates in many places ref-
erences for further reading on each topic. The paper is structured as follows. In
Section 2 we introduce reaction-based models and their associated ODE-based
mass-action semantic. In Section 3 we introduce the main concept of this paper,
that of quantitative model refinement; we also formulate a necessary and sufficient
condition for how the numerical details of a refined model should be set so that it
preserves the fit and the validation of the initial model. In Section 4 we introduce
our three case studies: the heat shock response, the ErbB signaling pathway, and
the self-assembly of intermediate filaments. In Section 5 we discuss two software
implementations of the quantitative model refinement. In Section 6 we discuss the
concept of model refinement in the context of rule-based, Petri nets, and guarded
command language modeling. We conclude the paper with a short discussion in
Section 7.

2 Preliminaries

We recall in this section some of the basic notions and definitions we need through-
out the paper. For more details we refer to [20, 5, 9, 11].
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2.1 Reaction-based models

In this section we briefly introduce the notion of reaction-based models following
the notations in [9, 11].

A reaction-based model N = (S ,R) consists of a set of species S = {S1,
S2, ..., Sm} and a set of reactions R = {r1, . . . , rn}. A reaction rj is of the form:

rj :
m∑
i=1

cijSi →
m∑
i=1

dijSi,

where ci,j, di,j ∈ N, 1 ≤ i ≤ m, 1 ≤ j ≤ n. A reaction can also be described as:

rj : cj → dj,

where cj = (c1j, c2j, ..., cmj)
T and dj = (d1j, d2j, ..., dmj)

T are called the left- and
right-complex of reaction rj , resp.

The stoichiometric coefficient of species Si in reaction rj is denoted by sij and
defined as sij = dij − cij . We say a species Si is produced in reaction rj of N , if
If sij > 0, and that it is consumed otherwise.

A mass-action reaction-based model is described as M = (S ,R,k) where
N = (S ,R) is a reaction-based model and k = (kr1 , . . . , krn) ∈ RR

≥0. We call
kc→d the reaction rate constant of reaction c→ d.

2.2 ODE-based mass-action model

We introduce here the ODE-based mass-action model corresponding to a reaction-
based model; for details we refer to [25, 13]. In an ODE the dynamics of a system
is expressed in terms of the time-dependent evolution of each species’ concen-
tration. We assume that the concentrations of the species is only affected by the
reaction. In the case of an ODE model the time evolution of any Si concentration
can be considered as a function si : R≥0 → R≥0. We define si in the case of
mass-action kinetics, through the following system of ODEs:

ṡi =
n∑
j=1

(dij − cij)kj
m∏
q=1

scqjq ,

where ṡ denotes the differential of s. We define the system of ODE for all species
in a compact form as:

ṡ =
∑

c→d∈R

kc→ds
c(d− c),

where s = (s1, s2, ..., sm)
T , ṡ = (ṡ1, ṡ2, ..., ˙sm)

T and sc =
m∏
i=1

scii .

2



Note that we only consider irreversible reactions since any reversible reaction
in the form of

rj :
m∑
i=1

cijSi �
m∑
i=1

dijSi

can also be written as two different irreversible reactions:

r
(1)
j :

m∑
i=1

cijSi →
m∑
i=1

dijSi, r
(2)
j :

m∑
i=1

dijSi →
m∑
i=1

cijSi.

3 Quantitative model refinement
The top-down development of large biological models starts with an initial ab-
straction of the considered biological phenomena, which can then iteratively ex-
tended by adding details to it. In the context of reaction-based models relying on
mass-action kinetics, one can distinguish data refinement, which consists in the
replacement of one (or more) species with several variants, i.e. subspecies, and
process refinement, where a generic reaction is replaced with a set of reactions
that captures the process in more details by providing intermediary steps. We
focus here on data refinement.

Building models via refinement becomes increasingly difficult as the model
size grows. Generating the refined reactions manually is both tedious and error
prone. To address this, one can rely on structural refinement, which provides
a generic and systematic approach for generating refined reactions based on the
desired refinement of species. Furthermore, fitting a large model is a computa-
tionally expensive process and thus it becomes critical that, to the extent possible,
the computational effort spent on fitting previous versions of the model is not
completely wasted, but instead the obtained parameter values are reused for the
initialization of the refined model. This can be accomplished via fit-preserving
refinement, where the parameters of the refined model are set up so as to capture
the same dynamics with respect to the species of the original model.

3.1 Structural refinement
In this subsection we discuss structural data refinement, as introduced in [9]. We
start with the definition of species refinement, which aims to capture the replace-
ment of species from the original model with subspecies in the refined one.

Definition 3.1 ([9]) Let S and S ′ be two sets of species. A relation ρ ⊆ S ×S ′

is a species refinement relation if and only if it satisfies the following conditions:

1. for each S ∈ S , ρ(S) 6= ∅;

2. for each S ′ ∈ S ′ there exists exactly one S ∈ S such that S ′ ∈ ρ(S).
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For each S ∈ S we denote ρ(S) = {S ∈ S ′ | (S, S ′) ∈ ρ}. Intuitively, the
constraints from the definition ensure that each species from the original model is
refined to at least one subspecies (more than one in the case of non-trivial refine-
ments) and each species of the refined model corresponds to exactly one “parent”
species from the original model. A species refinement ρ can also be written as an
(S ×S ′)-matrix with {0, 1} entries, referred to as the characteristic matrix of ρ,
defined as follows:

Mρ = (mS,S′)S∈S ,S′∈S ′ , mS,S′ =

{
1, if S ′ ∈ ρ(S) ;
0, otherwise .

Note that each column of the matrix has exactly one 1-entry.
The species refinement relation induces the structural refinement of complexes,

reactions and reaction networks.

Definition 3.2 ([11]) Let S = {S1, . . . , Sm} and S ′ = {S ′1, . . . , S ′m′} be two
sets of species and ρ ⊆ S ×S ′ a species refinement relation.

1. Let c = [c1, . . . , cm]
T ∈ NS and c′ = [c′1, . . . , c

′
m′ ] ∈ NS ′ be two com-

plexes over S , respectively S ′. We say that c′ is a ρ-refinement of c,
denoted c′ ∈ ρ(c), if∑

1≤j≤m′
S′j∈ρ(Si)

c′j = ci, for all 1 ≤ i ≤ m

or, equivalently, if c =Mρc
′.

2. Let r : c → d be a reaction over S and r′ : c′ → d′ a reaction over S ′.
We say that r′ is a ρ-refinement of r, denoted r′ ∈ ρ(r), if c′ ∈ ρ(c) and
d′ ∈ ρ(d).

3. Let N = (S ,R) and N ′ = (S ′,R ′) be two reaction-based models. We
say that N ′ is a ρ-refinement of N , denoted N ′ ∈ ρ(N), if

R ′ ⊆
⋃
r∈R

ρ(r) and ρ(r) ∩R ′ 6= ∅, for all r ∈ R.

In case R ′ =
⋃
r∈R ρ(r), we say that N ′ is the full ρ-refinement of N .

4. Let M = (S ,R,k) and M ′ = (S ′,R ′,k′) be two mass-action reaction-
based models. We say that M ′ is a ρ-refinement ofM , denotedM ′ ∈ ρ(M),
if (S ′,R ′) ∈ ρ(S ,R). We say that M ′ is a full ρ-refinement of M if
(S ′,R ′) is the full ρ-refinement of (S ,R).

5. Let σ ∈ RS and σ′ ∈ RS ′ (thought of as the initial values for the system
of ODEs associated to M and M ′). We say that σ′ is a ρ-refinement of σ,
denoted σ′ ∈ ρ(σ), if σ =Mρσ

′.
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Example 3.1 Consider the reaction A + B
k−→ 2B. We refine the reaction to

include two different subtypes of species A, A1 and A2; species B remains un-
changed but for the lack of clarity we denote it in the refined model by a new
variable, say B1. The corresponding species refinement relation is given by ρ =
{(A,A1), (A,A2), (B,B1)}. The two possible refinements of the considered reac-
tion are A1 +B1

k1−→ 2B1, A2 +B1
k2−→ 2B1.

Note that this reaction is part of the Lotka-Volterra model; for a complete
discussion of the refinement of this model we refer to [5, 10].

3.2 Fit-preserving refinement
In this subsection we define the fit-preserving refinement, as introduced in [5],
with the notations and formal definition from [9]. Given an initial value problem,
i.e. an ODE ẋ = F (x) with the initial condition x(0) = x0, we use x[x0] to
denote its (unique) solution.

The problem we investigate in this section is the following:

What is the numerical setup (kinetic rate constants and initial values) of a refined
model ensuring that for each species of the basic model, its corresponding func-
tion in the mathematical model is the sum of the functions corresponding to its
subspecies in the refined model?

The problem is strongly motivated by the need to preserve the numerical fit of
an already validated model, while allowing its extension with additional details
through quantitative model refinements. We give this problem a solution in this
section and we use this solution in several different frameworks and case-studies
in the remaining of the paper.

Definition 3.3 Let M = (S ,R,k) and M ′ = (S ′,R ′,k′) be two mass-action
reaction networks and ρ ⊆ S ×S ′ a species refinement relation. For any σ ∈
RS
≥0 and σ′ ∈ RS ′

≥0 we denote by s[σ] : [0, τ)→ RS
≥0 (s′[σ′] : [0, τ ′)→ RS ′

≥0) the
vector of the real functions obtained as solutions of the ODE system associated to
M (to M ′, resp.) with initial values σ (σ′, resp.).

We say that M ′ is a ρ-fit-preserving refinement of M if M ′ ∈ ρ(M) and, for
all σ ∈ RS

≥0 and σ′ ∈ RS ′
≥0 such that σ =Mρσ

′, we have that

s[σ](t) =Mρs
′[σ′](t),

for all values of t in a suitable right-neighborhood of 0.

Note that, for the same set of reactions, it is sometimes possible that two dif-
ferent assignments of kinetic rate constants lead to exactly the same ODE. For
such models it is shown in [4] that the values of the rate constants can not be com-
puted even from exact and complete experimental data for the system’s dynamics.
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As such, the requirement that a model has uniquely identifiable rate constants will
be regarded as reasonable and desirable even outside the refinement framework.

What we are looking for is an effective procedure for assigning the values of
the kinetic rate constants of the refined model so that a fit-preserving refinement
is obtained. An (implicit) assignment that achieves this is given in Definition 3.4.

Definition 3.4 Let M = (S ,R,k) and M ′ = (S ′,R ′,k′) be two mass-action
reaction networks and ρ ⊆ S ×S ′ a species refinement relation. We say that M ′

is a canonical ρ-refinement of M if M ′ is a full ρ-refinement of M and, for every
c→ d ∈ R and every c′ ∈ ρ(c), we have that

∑
d′∈ρ(d)

k′c′→d′ =

(
c

c′

)
kc→d , where

(
c

c′

)
=

∏|S |
i=1 ci!∏|S ′|
j=1 c

′
j!
.

It is shown in [9] that any canonical ρ-refinement is also a fit-preserving re-
finement. We provide here the stronger result of [11].

Theorem 3.1 ([11]) Let M = (S ,R,k) and M ′ = (S ′,R ′,k′) be two reaction
networks such that M ′ is a full ρ-refinement of M .

1. If M ′ is a canonical ρ-refinement of M , then M ′ is a fit-preserving ρ-
refinement of M .

2. If M has uniquely identifiable rate constants, then M ′ is a fit-preserving
ρ-refinement of M if and only if M ′ is a canonical ρ-refinement of M .

Note that Theorem 3.1 provides a complete characterization of fit-preserving
refinement in the context of mass-action models. What is remarkable in this char-
acterization is the linear dependency between the rate constants of the refined
model and those of the original model.

Example 3.2 Consider again the reaction from Example 3.1 and its refinements.
In this case, canonical refinement translates to having k1 = k and k2 = k, since
the left hand sides of the two refined reactions are distinct.

For a more comprehensive discussion of fit-preserving refinement, see [11],
where several distinct fit-preserving refinements of the Brusselator [30] are pre-
sented and compared.

3.3 Refinement induced by the composition of species
In this subsection we rely on the initial refinement ideas proposed in [5], where
a distinction is made between complex species (which consist of several, smaller,
units, e.g. molecules composed of atoms) and atomic species, which can not be

6



divided into smaller parts, within the current resolution of the model. For example,
consider the following chemical reaction: A+B:C

k−→ A:B + C.
The definition of refinement presented in Section 3 does not consider the com-

position of species. However, this information may be relevant, particularly in
cases when the subspecies distinguished in the refined model are in fact induced
by the data refinement of one (or several) atomic species. For the chosen reaction,
note that there are three atomic species, namely A, B and C, and two complex
species, A:B and B:C. For uniformity, we assume that the reactants and prod-
ucts of a reaction are all complex species, thus we allow a complex species to be
composed of a single atomic species.

Assume that in the refined model we can distinguish two types of B. We can
write this as an atomic refinement relation:

ρatomic = {(A,A1), (B,B1), (B,B2), (C,C1)}.

This induces a refinement of all complex species of the model where, just as
in the case of reaction refinement, we aim to capture all possible combinations of
subspecies which are meaningful with respect to the composition of the species
from the original model. In this case, the species refinement relation for complex
species becomes

ρ = {(A,A1), (B:C,B1:C1), (B:C,B2:C1), (A:B,A1:B1), (A:B,A1:B2), (C,C1)}.

Given the species refinement relation ρ, structural refinement can proceed as in
Section 3.1. The advantage of defining an atomic refinement is its compactness.
Moreover, as we show in Section 5, this is enough for enabling the automated
computation of the structural refinement of a model.

4 Case-studies
We introduce in this section the three case studies discussed in this paper: the heat
shock response, the ErbB signaling pathway, and the self-assembly of intermedi-
ate filaments.

4.1 The heat shock response

The eukaryotic heat shock response is a conserved regulatory network that acts as
a defence mechanism against proteotoxicity arising from environmental stressors
such as: elevated temperature, toxins, infections, etc. Elevated temperatures in-
duce protein misfolding leading to the formation of aggregates which hinder pro-
tein homeostasis, eventually bringing about apoptosis. The deleterious effects of
elevated temperature upon proteins are counterbalanced by a family of molecular
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chaperones, called heat shock proteins, which bind to misfolded proteins, facili-
tating their recovery process so as to prevent apotosis. We consider the following
basic molecular model for the heat shock response, introduced in [32].

Heat shock proteins (hsp’s) play a key role in the process of protein refold-
ing, chaperoning misfolded proteins in the recovery process and facilitating the
degradation of severely damaged proteins. Heat shock proteins possess an affin-
ity towards misfolded proteins and, hence, they sequester them, form hsp:mfp
complexes, helping them recover to their original conformation (prot). The hsp-
encoding genes transactivation controls the cell’s response to environmental stres-
sors. Gene transcription is regulated by a family of proteins, called heat shock fac-
tors (hsf’s). Heat shock factors are found predominantly in the cell in a monomeric
state when the cell does not withstand any stress from the environment, exten-
sively bound to heat shock proteins (hsp: hsf). Elevated temperatures lead to the
breakage of hsp: hsf, causing the release of hsf’s. Heat stress induces the dimeriza-
tion of heat shock factors (hsf2) and their consequent trimerization (hsf3), bringing
them to a conformation which enables their binding with the promoter elements
of the hsp-encoding gene, heat shock element(hse). This promotes hsp synthesis.
However, once the expression level of hsp is elevated enough for the cell to en-
dure the effects of environmental stressors, hsp synthesis is turned off. Heat shock
proteins, thus, sequestrate the free hsf’s, break dimers and trimers and impel DNA
unbinding, by the formation of hsp: hsf complexes. Consequently, the produc-
tion of trimers is impeded. Temperature elevation causes proteins to misfold, as
a consequence heat shock proteins are detached from heat shock factors, hsp: hsf
complexes being broken. Now free hsf’s dimerize and trimerize, thus promoting
the synthesis of hsp’s. We list the complete set of reactions in Table 1.

Table 1: The molecular model for the eukaryotic heat shock response proposed in
[32].

Reaction Description
2 hsf � hsf2 Dimerization (1)
hsf + hsf2 � hsf3 Trimerization (2)
hsf3+ hse � hsf3: hse DNA binding (3)
hsf3: hse→ hsf3: hse+ hsp hsp synthesis (4)
hsp+ hsf � hsp: hsf hsf sequestration (5)
hsp+ hsf2 → hsp: hsf + hsf Dimer dissipation (6)
hsp+ hsf3 → hsp: hsf +2 hsf Trimer dissipation (7)
hsp+ hsf3: hse→ hsp: hsf +2 hsf + hse DNA unbinding (8)
hsp→ ∅ hsp degradation (9)
prot→ mfp Protein misfolding (10)
hsp+mfp � hsp:mfp mfp sequestration (11)
hsp:mfp→ hsp+ prot Protein refolding (12)
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Various post-translational modifications can affect heat shock factors (phos-
phorylation, acetylation, sumoylation) and influence DNA-binding activity. The
heat shock response is attenuated as a result of the acetylation of heat shock fac-
tors (hsf’s). We introduce here the refinement of hsf molecules as shown in [19],
by considering the acetylation status of the hsf molecule at its K80 residue.

The species in the refined model are classified in two categories: atomic or
complex. Atomic species refer to self-contained species, autonomous in their
structure, see [12]. The structure of a complex however consists in at least two
atomic species bound together. All species to be refined, previously mentioned
above are atomic.

The refined model includes two types of heat shock factors: one to represent
the acetylation of the lysine residue (K80) of hsf’s and one for the non-acetylated
hsf’s. As a consequence, the hsf3: hse complex, for example, is to be refined into 4
subtypes conforming to the status of its every hsf molecule, considering the sym-
metry in the acetylation sites distribution: rhsf3: rhse, rhsf3(1): rhse, rhsf3(2): rhse,
rhsf3

(3): rhse. We denote by rhsf3
(i) : rhse the complex where i of the 3 hsf’s are

acetylated at site K80.
The refinement described above can be formalized through the species refine-

ment relation below (one row for each species of the basic model):

ρ ={(hse, rhse), (hsp, rhsp), (prot, rprot), (mfp, rmfp), (hsp:mfp, rhsp: rmfp),

(hsf, rhsf), (hsf, rhsf(1)),

(hsf2, rhsf2), (hsf2, rhsf2
(1)), (hsf2, rhsf2

(2)),

(hsf3, rhsf3), (hsf3, rhsf3
(1)), (hsf3, rhsf3

(2)), (hsf3, rhsf3
(3)),

(hsp: hsf, hsp: rhsf), (hsp: hsf, rhsp: rhsf(1)),

(hsf3: hse, rhsf3: rhse), (hsf3: hse, rhsf3
(1): rhse), (hsf3: hse, rhsf3

(2): rhse),

(hsf3: hse, rhsf3
(3): rhse)}.

The refined model in [19] comprises 20 reactants and 55 irreversible reac-
tions, while the initial model in [32] consists of 10 reactants and 17 irreversible
reactions. The numerical details of the refined model, set in accordance with The-
orem 3.1, can be found in [19]. Through refinement, the model preserves its fit
and validation, even though its size increases considerably, both in number of
reactants, and in number of reactions.

4.2 The ErbB signalling pathway

The ErbB signalling pathway is an evolutionary regulatory pathway, which plays
a key role in the regulation of diverse cellular processes (growth, differentiation,
motility, etc.) and whose anomalous behaviour is associated with cancer devel-
opment in humans. The ErbB signalling pathway involves a number of cellular
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ligands, among which we are interested in this survey in EGF and HRG, and four
receptor tyrosine kinases: ErbB1, ErbB2, ErbB3, ErbB4.

4.2.1 The initial ErbB signalling pathway model

The activation of the pathway commences with the binding of the epidermal
growth factor (EGF) to the epidermal growth factor receptor EGFR (ErbB1), which
brings about a dimerization of the newly formed complex and subsequently a rapid
auto-phosphorylation of its tyrosine residues. The signal is propagated through
two distinct pathways: Shc-dependent and Shc-independent, both of which lead
to the activation of Ras-GTP. The Shc-dependent pathway is activated by the Shc
protein, which binds to the dimerized, phosphorylated, ligand-bound receptor and
then subsequently to Grb2.The Shc-independent pathway is in turn activated by
the direct binding with Grb2. Both the aforementioned pathways require Sos to be
recruited to the membrane. The pathway sustains an elaborate internalization pro-
cess along with the degradation of several complexes. However, the recruitment
of Sos impels an association with protein Ras which causes the activation of Ras in
a GTP-dependent manner. Subsequent to its formation and activation, the inacti-
vation of Ras-GTP is a consequence of the dissociation from the receptor complex
involving protein GAP. It is not clear so far however what is the responsible ki-
nase for the phosphorylation of Raf, but the model in [17] considers protein Raf to
be phosphorylated by free Ras-GTP. Then in turn, subsequent to its phosphoryla-
tion, Raf is able to phosphorylate MEK. Doubly phosphorylated MEK sucessively
phosphorylates ERK, see [17]. The initial model in [17] acknowledges the nega-
tive feedback loop from doubly phosporylated ERK to Sos, promoting as a result,
the undbinding between Grb2-Sos and the receptor complex. Without any stimula-
tion from EGF, the system is in a steady-state. The initial model described in [17]
distinguishes between two pools of dually phosphorylated ERK (ERK-PP), first
of which is identified in the cytoplasm and the latter in association to the internal-
ized receptor. As described in [17], the model consists of 13 chemical processes:
the activation of EGFR , the recruitment of the following proteins: Shc, Grb2 and
Sos, the activation and the inactivation of Ras, the activation of Raf, the MEK
phosphorylation/dephosphorylation, the dephosphorylation of ERK , the negative
feedback from ERK to Sos, the internalization of receptor complexes and degrada-
tions reaction. A more elaborate discussion about the model can be found in [17].
The model has 103 species and 148 reactions.

4.2.2 The refined ErbB signaling pathway model

This subsection briefly describes the expansion of the EGFR signalling pathway
model from [17] by means of fit-preserving data refinement, taking into account
four members of the ErbB family: ErbB1 (EGFR), ErbB2 (HER2), ErbB3, ErbB4,
and two ligands: EGF and HRG. The resulting model has 421 species and 928
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reactions.
We consider only the following two refinements of two atomic species:

EGFR→ {ErbB1,ErbB2,ErbB3,ErbB4}; EGF→ {EGF,HRG}.

Obviously, these refinements cascade to other refinements of complex species. We
discuss this in the following.

Consider first the receptor activation reaction:

EGF+EGFR
k+lb↔ EGF-EGFR . (1)

We refine it to include both ligands L1, L2 ∈ {EGF,HRG} and the receptors
R1, . . . , R4 ∈ {ErbB1,ErbB2,ErbB3,ErbB4} as follows:

Li +Rj

k+i,j←−→
k−i,j

Li−Rj, for all i = 1, 2, j = 1, 4.

We aim to set the kinetic rate constants of the refined model in concordance to
the sufficient conditions for fit-preserving refinement in Section 3. Let’s consider
the ligand-binding reaction (1); its corresponding kinetic rate constants are set as
follows: k−i,j = k−lb and k+i,j = k+lb , for all i = 1, 2, j = 1, 4.

Consider now the dimerization of the ligand-bound receptor reaction:

2EGF-EGFR
k+d←→
k−d

(EGF-EGFR)2 .

In the refined model we considered all possible combinations of ligand-bound
receptor monomers, found on the left-hand side of the dimerization reactions.
Since we have two types of ligands and four types of receptors, this gives us
eight types of combinations ligand-receptors. Accordingly, the dimerization of
the ligand-bound receptor is refined in the following manner:

Ci + Cj
k+i,j,l←−→
k−i,j,l

(Cl)
2,

where Ci, Cj, Cl ∈ {EGF−ErbBp,HRG−ErbBq |p, q ∈ 1, 4}. Note that we only
consider the formation of homo-dimers in our considerations; hetero-dimers may
also be included, with the consequence of drastically increasing the model size.

According to Theorem 3.1, the kinetic rate constants of the refined dimeriza-
tion reaction are set as follows:

k+i,j,l =

{
0, if l 6= i; j
k+d , otherwise. ; k−i,j,l =

{
0, if l 6= i; j
k−d
8
, otherwise.

Consider now the receptor production
kp−→ EGFR, refined as ki−→ Ri, i = 1, 4,

where Ri ∈ {ErbB1, ErbB2, ErbB3, ErbB4}. The corresponding kinetic rate
constants are set so as to comply with the condition in Theorem 3.1: ki =

kp
4

.
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Finally, complex species of the initial model of [17] were refined taking into
account all combinations of receptor-ligand binding. Let’s take, for instance,
a species (EGF-EGFR*)2-AC, where AC represents a so-called chain of bound
atomic species (such as GAP-Grb2-Sos-Ras-GDP-Prot). According to our method,
species (EGF-EGFR*)2-AC was refined into the subspecies below:

(EGF-EGFR*)2-AC→ {(Ci∗)2 − AC}, 1 ≤ i ≤ 8,

with Ci ∈ {EGF−ErbBp,HRG−ErbBq |p, q = 1, 4} and with “∗" character de-
noting the phosphorylation status the molecule.

4.3 Intermediate filaments self-assembly

Intermediate filaments (IF), together with actin filaments and microtubules, are the
three types of protein filaments forming the cytoskeleton of eukaryotic cells [35].
IF in particular have an important role in the structural reinforcement of the cells
and their organization into tissues, and in distributing the tensile forces across cells
within a tissue [27]. IF sub-units are α-helical rods which assemble both laterally
and using end-to-end interactions into rope-like filaments [15]. The emerging
filaments range in length from hundreds of nm to micro-meter values, while their
width (when in mature state) is preserved at 11 nm.

In the following we choose vimentin filaments as a representative for the class
of intermediate filaments proteins, and we analyze their in-vitro assembly princi-
ples. Based on the recent studies in [6] and [28] we present both a well validated
molecular and computational model of the in vitro vimentin assembly into fila-
ments, as well as a refined model distinguishing between the different lengths of
the emerging filaments.

The in-vitro vimentin assembly process follows four stages. In the first stage,
monomers associate laterally into dimers and then into tetrameres (denoted as
T ). The tetramer sub-units are the first chemically stable compounds in the IF
assembly process, and, moreover, the assembly can be blocked/freezed before
continuing further. This is why when modelling the in-vitro IF assembly this first
stage is omitted, and the IF assembly is assumed to be starting from tetramer level.
The second assembly phase consist of a series of further lateral associations: two
tetrameres merge into an octamer (O), two octamers merge into a hexadecamer
(H), and two hexadecamer merge into a unit length filament (ULF). ULFs (de-
noted as U ) are the basic units of the emerging filament structures. In the third
assembly phase the filaments start forming and elongating, by sub-sequent end-
to-end associations of both ULFs and of shorter filaments. In the final assembly
phase the filaments undergo a radial compaction, from an ULF diameter of about
15 nm to a filament diameter of about 11 nm [15]. Since within this last assembly
phase the ULF per filament ratio does not suffer any further modifications, this
stage does not bring any changes within the molecular model itself.
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Depending on the number n of constituent ULF’s within one filament, we can
differentiate between the emergent assemblies based on their “size” n. A common
problem in modelling self-assembly systems is dealing with the combinatorial
explosion of all possible emergent assemblies as possible different species. In
case of the IF model above, this translates into the problem of representing and
reasoning about all the emergent filaments of size 1, 2, 3, etc. In [6], the authors
introduce a well validated molecular and numerical model for in-vitro vimentin
assembly. Within this model, see Table 2 a), the emerging filaments consisting of
at least two ULFs are treated in a homogenous manner, and are captured within
the same generic species F . With this assumption in place, the authors succeed
to validate several experimental data sets on the time dependent mean length of
the emerging vimentin IFs. The model however is not able to capture the time
distribution of a particular length filament, say the time distribution of filaments
containing exactly 3 ULFs.

Using the refinement method described in Section 3 we can refine the generic
filament species F according to any desired (finite) resolution level. For exam-
ple, for introducing a model distinguishing between all filaments of lengths 1 to
5 ULFs, as well as filaments containing at least 6 ULFs, we can use the species
refinement relation below; the entire refined molecular model is described in Ta-
ble 2 b):

ρ = {(T, rT), (O, rO), (H, rH), (U, rF1), (F, rF2), (F, rF3),

(F, rF4), (F, rF5), (F, rF≥6)}.
Moreover, by setting the kinetic rate constants of the refined model as in The-

orem 3.1, we can ensure that the newly generated refined model is preserving
its predictions for mean filament length. This implies that the refined models is
indeed also validating the experimental data sets used in [6]. The kinetic rate
constants of the refined model may be chosen as described in Table 2 b).

5 Software support
We discuss in this section two software tools for implementing quantitative model
refinement in practice.

5.1 ModelRef
We have developed a software tool called ModelRef [22] implementing fit-preserving
model refinement for atomic-only species as described in Section 3. The user pro-
vides as the input a numerical model as well as the refinement criteria. The numer-
ical model in the input contains a set of chemical species, their initial concentra-
tions, set of chemical reactions and their reaction kinetic rates. In the refinement
criteria one indicates the correspondence between original and the refined species.
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a) Basic model b) Refined model
Reaction Rate Reaction Rate constant

constant
T+T→ O kt rT+ rT→ rO kt

′ = kt

O+O→ H ko rO+ rO→ rH ko
′ = ko

H+H→ U kh rH+ rH→ rF1 kh
′ = kh

U+U→ F ku rF1 + rF1 → rF2 k(1,1)
′ = ku

U+F → F kuf rF1 + rFi → rFi+1, 1 ≤ i ≤ 4 k(1,i)
′ = kuf

F+F→ F kff rF1 + rFj → rF≥6, j ∈ {5,≥ 6} k(1,j)
′ = kuf

rF2 + rF2 → rF4 k(2,2)
′ = kff

rFi + rFi → rF≥6, k(i,i)
′ = kff

rFi + rFi ,i ∈ {3, 4, 5,≥ 6}
rF2 + rF3 → rF5 k(2,3)

′ = 2 kff

rFi + rFj → rF≥6, k(i,j)
′ = 2 kff

rFi + rFj, 2 ≤ i < j ≤ 5, i+ j ≥ 6
rFi + rF≥6 → rF≥6 2 ≤ i ≤ 5 k(i,≥6)

′ = 2 kff

Table 2: The molecular models of the basic (a) and the refined (b) representations
of the IF assembly process.

ModelRef generates the refined model as follows:

• Every species from the original model that should be refined is substituted
with the corresponding set of the refinement species.

• Every reaction from the original model that includes species being refined
either as reactants or products is substituted with the set of reactions in-
cluding the respective refinement species. The resulting set of reactions and
their kinetic rates are calculated as defined in Section 3.

ModelRef handles models in both SBML and CPS file formats. The Systems Bi-
ology Markup Language (SBML) is one of the most wide-spread open interchange
formats for computer models of biological processes [18]. CPS is a native file for-
mat of Complex Simulator Pathway (COPASI) [16] for storing and exchanging
biological models.

The refinement criteria should be provided in CSV (Comma Separated Values)
table, where the first column contains names of the original biochemical species,
while the right column contains a set of species that should substitute/refine the
respective original species from the left column.

ModelRef is implemented as a Java library and it is deployed as a stand-alone
Java console application, as an Anduril [31] component and as a web-based ser-
vice. Anduril is an open source component-based workflow framework for sci-
entific data analysis developed at the Computational Systems Biology Labora-
tory, University of Helsinki. Anduril provides and API that allows to integrate
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rapidly various existing software tools and algorithms into a single data analy-
sis pipeline. An Anduril pipeline comprises a set of interconnected executable
programs (called components) with well-defined I/O ports, where an output port
of a component may be connected to the input ports of some number of other
components.

The web-service allows for a user to upload on our web-server a numerical
model in either SBML or CPS formats, the refinement criteria as CSV table, and
then, it sends back to the user the resulting refined model in either SBML or CPS
format.

Since ModelRef is implemented as a Java class library, its functionality can be
extended by other developers and it can be directly incorporated into other Java
programs. As an Anduril component, ModelRef can be easily incorporated into
data analysis pipelines.

5.2 StructRef
StructRef relies on the data refinement induced by an atomic refinement relation,
as described in Section 3.3. The software is thought of as an interactive tool
allowing the modeler to specify the initial atomic refinement relation, but also
to intervene and alter intermediary results to better fit prior knowledge about the
model that is refined.

The software takes as input a model represented in the SBML format. Inter-
mediary results are saved as XML files. The final output, the structural refinement
of the input model, is represented as SBML, with the intermediary results inserted
as annotations, to allow for their reuse.

The software works as follows:

• Species are read from the input model and their composition is inferred from
their names. Currently, the software assumes that the atomic components of
a complex species are separated by colons, but this can easily be extended
in future versions. Moreover, at the end of this step, an XML is generated
with the composition information. The modeler can inspect this file and
make changes as needed.

• The (possibly updated) composition information is used for inferring the
names of all atomic species from the model. A template XML file is pro-
duced for the atomic refinement relation. The template contains a trivial
refinement, namely the renaming of all atomic species by prepending “r” to
their original names. The modeler must edit this file in order to describe a
nontrivial refinement.

• The composition information and the atomic refinement relation are used
for generating the refinement of complex species, using the approach pre-
sented in Section 3.3. The result is presented in XML format and contains
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the name and composition information for each of the refined species. The
modeler can update this file to rename species, or to remove some of them,
so as to match prior knowledge about the system that is modeled (some of
the automatically generated combinations of refined atomic species may be
impossible).

• The refinement of complex species is used to generate the refined reactions
of the model, as described in Section 3.1. Again, the modeler can alter the
results to remove some of the reactions.

• The refined model is generated as an SBML file, including all the interme-
diary information that was generated by the software.

The software was implemented in Python and uses Qt4 for the graphical user
interface. It can be found at [36]

6 Quantitative refinement in other formalisms
Quantitative refinement is by no mean restricted to the reaction-based and ODE-
based models. In this section we discuss the refinement in three other formalisms,
namely rule-based models, Petri net models and guarded command based models.
In each part we briefly introduce the modeling in that specific framework and we
also give a short explanation on how to apply the refinement in each formalisms.
The structural part of the refinement has a different solution in each approach, in
some cases leading to a compact representation of the refined models. For a more
detailed discussion we refer to [21].

6.1 Rule-based models refinement
A model within a a rule-based modelling framework is described by the molecules
of interest, their components (i.e. a post-translational modification site) and the
states corresponding to each component. The interaction between the compo-
nents are captured through graph-rewriting rules, where a rule can refer to either
a certain type of reactions or a class of reactions. We refer to [8] for a detailed
presentation of this framework.

Rule-based languages are used to characterize the dynamics of the system at
hand. Rules produce reactants introducing classes of reactions, which express
classes of reactions describing specific interactions between atomic and/or com-
plex species. In practice, a rule specifies group rules, which characterize interac-
tions between species through regular expressions. The conversion from reactants
to products is enabled through a rate law.

A graphical representation of the dimerization of EGF-EGFR is in Fig. 1.
In case one would need to refine either of the species to include two types of

ligands or four types of receptors as discussed in Section 4.2, the only required

16



Figure 1: A graphical representation of the species EGF-EGFR and of the rule
showing the dimerization of EGF-EGFR through a binding site . Note that the
sites coloured in green represent binding sites, while the sites denoted by letter P
represent phosphorylation sites.

adjustment needed is adding a site for EGF (with two possible vlaues) and one for
EGFR (with four possible values). Note that the rule illustrated in Fig. 1 remains
unchanged, in stark contrast with the combinatorial explosion discussed in Section
4.2.

6.2 Refinement of Petri net models

The Petri nets formalism is used to represent systems with concurrency and re-
source sharing, which makes it suitable for modeling biological systems. In this
formalism each species is represented by a place with as many tokens as the num-
ber of instances of the species present in the system, and each reaction by a transi-
tion whose pre- and post-places correspond to the species on the left and the right
hand side of the reaction, respectively, where arc multiplicities represent the stoi-
chiometric coefficients of species involved in the reaction. For more information
on modeling biological systems in the framework of Petri nets we refer to [26]. A
Petri net model of the heat shock response case study is presented in Fig. 2.

Coloured Petri nets are an extension of Petri nets where places are assigned
data types called color sets, and each place may host tokens of different colors
(values in the place’s color set). Transitions can have additional constraints on the
colors of the tokens traversing them, in the form of guards, and arc multiplicities
are replaced by expressions containing variables and/or values from the color set
of the place connected to the arc. For more information on modeling with colored
Petri nets, see [23].

Refinement of a model in the sense of Section 3 can be implemented in the
framework of Petri nets by creating a new model where each refined species is
represented as a place, and each refined reaction as a transition, which results in a
model explosion of the same magnitude as in the case of reaction-based models.
In the framework of colored Petri nets, the initial model can be transformed in the
refined model via coloring. All subspecies of a species may be modeled using the
same place as the parent species, having a color set with as many colors as the
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Figure 2: Petri net representation of the initial HSR model.

desired number of subspecies. New reactions can be represented with the same
transition as the parent reaction, with possible constraints expressed via transition
guards. It can also happen that the coloring scheme chosen for the refinement of
species prompts to adding new transitions in the refined model to account for some
of the refined reaction, in case the modeler wants to avoid too complex transition
guards.

For the case study of the heat shock response, one coloring strategy is to con-
sider integer color sets with as many colors as the number of subspecies for the
species refining to at least two subspecies. A possible resulting model is depicted
in Fig. 3. Compared to the network for the initial HSR model, this refined version
contains several additional transitions. They account for reactions that have the
same left hand side, but different right hand sides, e.g. a trimer with one acetylated
molecule can produce either a non-acetylated monomer and a single-acetylated
dimer, or an acetylated monomer and a non-acetylated dimer. The same model
could be implemented while preserving the network structure by using variables
on each adjacent arc and a guard on the trimerizationbw transition that accounts
for all valid variable bindings at once.

A different coloring strategy is to consider the color set of places represent-
ing complex species to be the cartesian product of the color sets of the places
representing the components of the complex. In this case, there is a distinction
between e.g. one-acetylated dimers, depending on which of the two composing
monomers is acetylated. This results in an adjustment of the kinetic constants of
some reactions, but the resulting colored Petri net has exactly the same structure
as the initial one. We refer to [14, 21] for all details of this construction. Note that
both colored Petri net representations of the refinement are smaller in size than
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Figure 3: Representation of the refined HSR model as a colored Petri net, using
as few colors as possible.

the fully expanded model, showing that the framework of colored Petri nets can
be successfully used to obtain compact models upon refinement.

6.3 Guarded command-based models refinement

The guarded command-based models, inspired by the guarded command lan-
guages first introduced in [7], is a modelling framework to capture the dynam-
ics of alternative and repetitive constructs with a non-deterministic component in
which the enabled activity is not utterly dependent on the initial input.

A guarded command-based model comprises a set of variables and a set of
guarded commands. A guarded command consists of a guard, an update and a
corresponding rate to the guarded command. The guard is a Boolean predicate
over all the variables in the model and the update describes a transition which the
system can make if the guard is true. To obtain the guarded command correspond-
ing to a reaction of a reaction network we use the approach proposed in [1], for
example the guard corresponding to the reaction F+F→ F of Table 2 is obtained
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Table 3: Basic guarded command-based model for intermediate filaments self-
assembly.

Guarded command
[r2]T ≥ 2→ T2 ∗ kt : T

′ = T−2 ∧ O′ = O+1; (2)

[r3]O ≥ 2→ O2 ∗ ko : O′ = O−2 ∧ H′ = H+1; (3)

[r4]H ≥ 2→ H2 ∗ kh : H′ = H−2 ∧ U′ = U+1; (4)

[r5]U ≥ 2→ U2 ∗ kh : U′ = U−2 ∧ F′ = F+1; (5)
[r6]U ≥ 1 ∧ F ≥ 1→ U ∗F ∗ kuf : U

′ = U−1 ∧ F′ = F−1 ∧ F′ = F+1 (6)

[r7]F ≥ 2→ F2 ∗ kff : F′ = F−2 ∧ F′ = F+1. (7)

as follows:

• the reaction can be enabled whenever there are at least two F in the system
to bind and form an F, therefore, we define the corresponding guard to be
“F ≥ 2”, i.e. the guarded command can be enabled whenever F ≥ 2;

• we define the rate corresponding to the guarded command to be “F2 ∗ kff”
which is in correspondence with the definition of a reaction rate of a mass-
action ODE-based model, see [25];

• we define the update corresponding to the guarded command to be “F′ =
F−2 ∧ F′ = F+1”, i.e. whenever the guard is enable two F are consumed
and one F is produced.

The list of all guarded commands corresponding to the basic intermediate fila-
ments self-assembly is presented in Table 3.

Refinement in guarded command-based models is similar to the one of reaction-
based models. In this approach whenever there is a refined variable in a guard we
replace that guard with a set of guards considering to all possible refinements
whereas in the refinement of reaction networks we would replace each reaction
involving any refined reactant by the corresponding set of all possible refined re-
actions, for more information we refer to [1].

The list of all guarded commands corresponding to the refined intermediate
filaments self-assembly is presented in Table 4.

7 Discussion
We discussed in this paper quantitative model refinement, an algorithmic approach
for building large biomodels in an iterative fashion, while ensuring that the fit and
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the validation of the model is preserved throughout the construction. This allows
the computational modeler to avoid repeating parameter estimation in each step of
the model construction, even as the model size increases in each step; rather, the
modeler may choose a setup that allows the model to preserve its fit to existing
data in each step. Quantitative refinement also allows the modeler to deal with
partial information about some of the parameters of the model, including such nu-
merical values of the parameters whenever available, checking their consistency
with the other parameters and with the data, and compensating for lack of infor-
mation about parameters with an algorithmic solution. We investigated the ver-
satility of the fit-preserving refinement method with respect to four broadly used
frameworks: reaction models, rule-based models , Petri net models, and guarded
command-based models.

The computational advantages of the refinement-driven top-down approach
as opposed to the bottom-up approach based on collection of submodels is most
evident in the case study on the ErbB signaling pathway. For instance, the ErbbB
model of [3], consisting of 828 reactions and 499 reactants, was fit to experimental
data by running about 100 times annealing methods, over 24 hours on a cluster
consisting of 100 nodes. The refinement-driven approach starts from an initial
model of [17] consisting of 103 reactants and 148 reactions, and leading to a
refined model consisting of 421 reactants involved in 928 reactions; the refined
model has a good numerical behavior, avoiding any supplementary model fit.

An interesting challenge that remains open to investigate is the scalability of
the quantitative model refinement approach on larger case studies.
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Table 4: Refined guarded command-based model for intermediate filaments self-
assembly.

Guarded command
[r8] rT ≥ 2→ rT2 ∗ kt

′ : rT′ = rT−2 ∧ rO′ = rO+1; (8)

[r9] rO ≥ 2→ rO2 ∗ ko
′ : rO′ = rO−2 ∧ rH′ = rH+1; (9)

[r10] rH ≥ 2→ rH2 ∗ kh
′ : rH′ = rH−2 ∧ rF1

′ = rF1 +1; (10)

[r11] rF1 ≥ 2→ rF1
2 ∗ k(1,1)′ : rF1

′ = rF1−2 ∧ rF2
′ = rF2 +1; (11)

for 1 ≤ i ≤ 4 :

[r12] rF1 ≥ 1 ∧ rFi ≥ 1∧ → rF1 ∗ rFi ∗ k(1,i)′ : rF1
′ = rF1−1∧ (12)

rFi
′ = rFi−1 ∧ rFi+1

′ = rFi+1 +1;

for j ∈ {5,≥ 6} :
[r13] rF1 ≥ 1 ∧ rFj ≥ 1∧ → rF1 ∗ rFj ∗ k(1,i)′ : rF1

′ = rF1−1∧ (13)
rFj
′ = rFj−1 ∧ rF≥6

′ = rF≥6 +1;

[r14] rF2 ≥ 2→ rF2
2 ∗ k(2,2)′ : rF2

′ = rF2−2 ∧ rF4
′ = rF4 +1; (14)

for i ∈ {3, 4, 5,≥ 6} :
[r15] rFi ≥ 2→ rF1 ∗ rFj ∗ k(1,i)′ : rFi

′ = rFi−2 ∧ rF≥6
′ = rF≥6 +1; (15)

[r16] rF2 ≥ 1 ∧ rF3 ≥ 1∧ → rF2 ∗ rF3 ∗ k(2,3)′ : rF2
′ = rF2−1∧ (16)

rF3
′ = rF3−1 ∧ rF5

′ = rF5 +1;

for 2 ≤ i < j ≤ 5, i+ j ≥ 6 :

[r17] rFi ≥ 1 ∧ rFj ≥ 1∧ → rFi ∗ rFj ∗ k(i,j)′ : rFi
′ = rFi−1∧ (17)

rFj
′ = rFj−1 ∧ rF≥6

′ = rF≥6 +1;

[r18] rFi ≥ 1 ∧ rF≥6 ≥ 1∧ → rFi ∗ rF≥6 ∗ k(i,≥6)
′ : rFi

′ = rFi−1∧ (18)
rF≥6

′ = rF≥6−1 ∧ rF≥6
′ = rF≥6 +1.
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