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Abstract

The paper considers a family of formal grammars that extends linear context-
free grammars with an operator for referring to the left context of a substring
being defined, as well as with a conjunction operation (as in linear conjunc-
tive grammars). These grammars are proved to be computationally equiv-
alent to an extension of one-way real-time cellular automata with an extra
data channel. The main result is the undecidability of the emptiness prob-
lem for grammars restricted to a one-symbol alphabet, which is proved by
simulating a Turing machine by a cellular automaton with feedback. The
same construction proves the ¥9-completeness of the finiteness problem for
these grammars and automata.

Keywords: Context-free grammars, conjunctive grammars, context-
sensitive grammars, cellular automata, undecidability.
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1 Introduction

The idea of defining context-free rules applicable only in certain contexts
dates back to the early work of Chomsky. However, the mathematical model
improvised by Chomsky, which he named a “context-sensitive grammar”,
turned out to be too powerful for its intended application, as it could simulate
a space-bounded Turing machine. Recently, the authors [3] made a fresh
attempt on implementing the same idea. Instead of the string-rewriting
approach from the late 1950s, which never quite worked out for this task, the
authors relied upon the modern understanding of formal grammars as a first-
order logic over positions in a string, discovered by Rounds [I6]. This led to
a family of grammars that allows such rules as A — BC' & <D, which asserts
that all strings representable as a concatenation BC' and preceded by a left
context of the form D have the property A. The semantics of such grammars
are defined through logical deduction of items of the form “a substring v
written in left context u has a property A” [3], and the resulting formal model
inherits some of the key properties of formal grammars, including parse trees,
an extension of the Chomsky normal form [3, 4], a form of recursive descent
parsing [?] and a variant of the Cocke-Kasami—Younger parsing algorithm
that works in time O(%) [4].

This paper aims to investigate the linear subclass of grammars with one-
sided contexts, where linearity is understood in the sense of Chomsky and
Schiitzenberger, that is, as a restriction to concatenate nonterminal symbols
only to terminal strings. An intermediate family of linear conjunctive gram-
mars, which allows using the conjunction operation, but no context specifi-
cations, was earlier studied by the second author [12, I3]. Those grammars
were found to be computationally equivalent to one-way real-time cellular
automata [B, 7], also known under a proper name of trellis automata |8, [1].

This paper sets off by developing an analogous automaton representation
for linear grammars with one-sided contexts. The proposed trellis automata
with feedback, defined in Section B, augment the original cellular automaton
model by an extra communication channel, which adds exactly the same
power as context specifications do in grammars. This representation implies
the closure of this language family under complementation, which, using
grammars alone, would require a complicated construction.

The main contribution of the paper is a method for simulating a Turing
machine by a trellis automaton with feedback processing an input string over
a one-symbol alphabet. This method subsequently allows uniform undecid-
ability proofs for linear grammars with contexts, which parallels the recent re-
sults for conjunctive grammars due to Jez [8] and Jez and Okhotin [9, I0, L],
but is based upon an entirely different underlying construction.

The new construction developed in this paper begins in Section B with
a simple example of a 3-state trellis automaton with feedback, which recog-



nizes the language { a2 | k > 2}. To compare, ordinary trellis automata
over a one-symbol alphabet recognize only regular languages [6]. The next
Section [@ presents a simulation of a Turing machine by a trellis automaton
with feedback, so that the latter automaton, given an input a”, simulates
O(n) first steps of the Turing machine’s computation on an empty input,
and accordingly can accept or reject the input ™ depending on the current
state of the Turing machine.

This construction is used in the last Section B to prove the undecidability
of the emptiness problem for linear grammars with one-sided contexts over a
one-symbol alphabet. The finiteness problem for these grammars is proved
to be complete for the second level of the arithmetical hierarchy.

2 Grammars with one-sided contexts

Grammars with contexts were introduced by the authors [3, @] as a model
capable of defining context-free rules applicable only in contexts of a certain
form.

Definition 1 ([3]). A grammar with left contexts is a quadruple G =
(3, N, R,S), where

e > is the alphabet of the language being defined;

e N is a finite set of auziliary symbols (“nonterminal symbols” in Chom-
sky’s terminology), disjoint with ¥, which denote the properties of
strings defined in the grammar;

o R is a finite set of grammar rules, each of the form
A—-a& ... &a &< & ... &6, &I & ... &Ly, (1)
with A€ N, k>1, m,n >0 and oy, B;, v € (X UN)*,
e S € N represents syntactically well-formed sentences of the language.

Every rule () is comprised of conjuncts of three kinds. Each conjunct o
specifies the form of the substring being defined, a conjunct <1; describes
the form of its left context, while a conjunct <Jv; refers to the form of the left
context concatenated with the current substring. To be precise, let w = uvx
with u, v,z € ¥* be a string, and consider defining the substring v by a rule
(). Then, each conjunct «; describes the form of v, each left context <15
describes the form of w, and each extended left context <v;, describes the
form of wv. The conjunction means that all these conditions must hold at
the same time for this rule to be applicable.



If no context specifications are used in the grammar, that is, if m =n =10
in each rule (), then this is a conjunctive grammar [12]. If, furthermore, only
one conjunct is allowed in each rule (k = 1), this is an ordinary context-free
grammar. A grammar is called linear, if every conjunct refers to at most one
nonterminal symbol, that is, aq, ..., ar, 81, By Y1y - -+ Vo € DENZ UD

The language generated by a grammar with left contexts is defined by
deduction of elementary statements of the form “a substring v € ¥* in the
left context u € ¥* has the property X € ¥ U N”, denoted by X (u(v)). A
full definition applicable to every grammar with left contexts is presented in
the authors’ previous paper [3, d]; this paper gives a definition specialized
for linear grammars.

Definition 2. Let G = (X, N, R, S) be a linear grammar with left contexts,
and consider deduction of items of the form X(u(v)), with u,v € ¥* and
X € N. Each rule A — w defines an axiom scheme

Fo Alz(w)),
for all x € ¥*. Fach rule of the form

A= 1B & .. &xpBryp & <@\ Dy & . & <l Dyl &
By & .. &< Byl

defines the following scheme for deduction rules for all u,v € ¥*:

{Bi(umi<vi>)}ie{1,...,k}’ {Dl(x; <ui>)}i€{1,‘..,m}’ {Ei($;/<wi>)}i€{1,...,n} Fa A(u(v>),

where xvy; = v, Ty, = u and x]wy! = uv. Then the language defined by
a nonterminal symbol A is

La(A) = {u() |u,v e X%, Fg A(u(v)) }.

The language defined by the grammar G is the set of all strings with an empty
left context defined by S:

L(G)={w|weX, Fg S(e(w)) }.
This definition is illustrated in the grammar below.

Example 1. The following grammar defines the singleton language {abac}:

S — aBc
B — bA&<A
A — a



The string abac is generated as follows:

= A(e{a)
F A(ab{a))
A(ab(a)), A(e(a)) F B(a(bay)
B(a(ba)) F S(e(abac))

The next example defines a language that is known to have no linear
conjunctive grammar [19].

Example 2 (Térmé [IR]). The following linear grammar with contexts de-
fines the language { a"b™ |i,n > 1}:

S aSh| B&<S | ¢
B —bB|¢e

The rule S — B& S appends as many symbols b as there are as in the
beginning of the string.

3 Linear grammars and normal form

It is known [3, 4, [4], that every grammar with contexts can be transformed to
a certain normal form, which extends the Chomsky normal form for ordinary
context-free grammars. While the original Chomsky normal form has all
rules of the form A — BC and A — a, this extension allows using multiple
conjuncts BC' and context specifications <1D.

A similar normal form shall now be established for the linear subclass of
grammars. The transformation is carried out along the same lines as in the
general case [B]. The first step is elimination of null conjuncts, that is, any
rules of the form A — £ & .... This is followed by elimination of null contexts
<e, and of unit conjuncts, as in the rules A — B& .... The final step is
elimination of extended left contexts <JE, which are all expressed through
proper left contexts <D [I4]. Each step applies to linear grammars with
contexts and preserves their linearity:.

Theorem 1. For every linear grammar with left contexts, there exists an-
other linear grammar with left contexts that defines the same language and
has all rules of the form

A—=bB1 & ... &bB & Cick ... &Cye (2a)
A—a& <D & ... &<D,,, (2b)

where A, B;,C;, D; € N, a,b,ce ¥, {+k>1 and m > 0.
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Let G = (X, N, R, S) be an arbitrary linear grammar with contexts. Sim-
ilarly to the general case of the grammars with contexts, its transformation
to the normal form starts with a preprocessing phase: long conjuncts are cut
until all of them are of the form bB, Cc or a, and every context specification
<y or <y with v € ¥ or |y| > 1 is restated as <X, or <X, respectively,
where X, is a new nonterminal with a unique rule X, — .

This results in a grammar Gy = (X, N1, Ry, S) with the rules of the fol-
lowing kind:

A = B (3a)
A — Cc (3b)
A = a (3c)
A = Bi&...&B&k<D & ... &<Dp & LB & .. &<LE, (3d)
A — ¢ (3e)

where a,b,c € ¥ and A, B;, D;, E; € N.

Then, null conjuncts in rules of the form A — & ... are eliminated
using the method of Barash and Okhotin [3, 4]. First, one has to determine,
which nonterminals generate the empty string, and in which contexts they
generate it. This is done by constructing a set NULLABLE(G) C 2V x N [3, ]
of nonterminals capable of generating the empty string in certain contexts.
Intuitively, a pair ({Ki,..., K}, A) € NULLABLE(G) with A, K;,...,K; €
N means that the nonterminal A generates the empty string in the context
u (that is, u(e)), and u can be described by every nonterminal K; (that is,
e(u) € Lg(K;)).

Using the set NULLABLE(G), a new grammar Gy = (X, Ny, Ry, S) without
null conjuncts can be constructed as follows.

1. The rules of the form (Ba)—(Bd) are copied to the new grammar.

2. For every rule of the form (8d) and for every pair (B, {Ki,...,K:}) €
NULLABLE(G), arule A — b& QK & ... & <K is added to the new

grammar.

3. For every rule of the form (BH) and for every pair
(C,{Ki,...,K:}) € NULLABLE(G), the new grammar has the
rule A = c& <K& ... &<K;. Moreover, if e(e) € Lg(K;) for all
i€ {l,...,t}, then a rule A — ¢ & <& should be added.

4. For every rule of the form (Bd), a rule A —

Bi&...&B,&FE & ... & E, & <¢ shall be added to the new
grammar, if e(e) € Lg(D;) for all i € {1,...,m}.

Correctness Claim 1. Let A € N, u,v € ¥*. Then a string u(v) is in
L¢,(A) if and only if v # € and u(v) € L, (A).
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After this step, the rules of the grammar can be of the following form:

A — a (4a)
A — OB (4b)
A — Cec (4c)
A = Bi&...&Br&<Di & ... &<D, & E & ... & LE,  (4d)
A — B &..B,&<e (4e)
A — b&dK & ... & LK (4f)
A — k<K & ... &<K, (4g)
A — c&<e (4h)

Null contexts <e, added to the grammar by the above construction, can
be removed by the method of Barash and Okhotin [@]. Construct a new
grammar G3 = (X, N3, R3,S3), with N3 = N} U {Z | A€ Ny} and S5 = S.
Every nonterminal A has two copies, one with a non-empty left context,
denoted by A, and the other with the empty left context, called A.

1.

8.

Each rule of the form (Ed) is added to the new grammar along with an
extra rule A — a.

Each rule of the form (EH) is added to the new grammar. Moreover,
the new grammar contains a rule A — bB.

For each rule (Ed) of the original grammar, the new grammar has the
rules A — Cc and A — Ce.

For each rule (Ed), the new grammar has arule A — B1 & ... & By &
<~]D1& 8£<1Dm& €E1&N-.- &FE,, and, if m = 0, a rule A —
Bi& ... &B & E1 & ... & E,.

For each rule (€8) in the original grammar, the new grammar has a rule

A= B & ... &B,.

For every rule (E), the new grammar has a rule A —
b& K & ... & LK.

For each rule (fg), the corresponding rule of the new grammar is A
ck <K & ... &<K,.

For every rule (EH), the new grammar has a rule A-e

Correctness Claim 2. For all A€ N and u,v € X*:

o u(v) € Lg,(A) if and only if u(v) € Lg,(A);
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o =(v) € Lg,(A) if and only if e(v) € L, (A).

The next step of the transformation is elimination of unit conjuncts in
rules of the form A — B& .... The construction of a new grammar Gy =
(3, N3, Ry, S3) free of unit conjuncts can be done similarly to the cases of
conjunctive grammars and grammars with contexts [12, 3, @], by substituting
all rules for the nonterminal B into each rule containing this unit conjunct.

The next step is to transform the grammar in such a way, that
quantified conjuncts are only allowed in the rules of the form A —
a& dE1 & ... & <E,, with a € ¥ [14]. For a linear grammar with con-
texts Gy, this method produces a grammar G5 = (X, N5, R5,S3) with the
set of nonterminals N5 = N3 U{A" | A € N3} U{A" | A e N;} U
{A, | A € N3, a € ¥}. Every symbol D’ (E") should define all possible
strings with the left context D (extended left context E, respectively), as it
would be done by the context operator <1D (<F, respectively). The rules for
every nonterminal D’ and E” reduce the length of the current substring to
a single symbol, to which one can apply the extended left context operator.
The construction itself is as follows:

1. For every rule of the form A — bB1 & ... &bB, & Cick ...Cre &
<D & ... &<D,, & <E1 & ... & LE,, the new grammar has the rule

A= bB & ... &bB & Cie& ...Coe& D& ... & D, & El'& ... & E!

2. For every rule of the form A — a& <D &...&<D,, &
B & ... & LE,, the new grammar has the rule

A= a&D)& ... &D, &E/& ... & E!

3. For every conjunct <D, with D € N in the right-hand sides of the rules
of the original grammar, R5 has the following rules:

D" — D'a (for all a € ¥0)
D' — a& <D, (for all a € X)
D, — Da (for all a € X)

4. For every conjunct <FE, with £ € N in the right-hand sides of the rules
of the original grammar, the following rules are added to Rj:

E" — aE" (for all a € X2)
E" = a& dE (for all a € X2)

Thus far, the grammar has rules of the following kind:

A = a&<E & ... &<E, (5a)
A — bBi& ... &bB&Ciek ... & Cye (5b)



Correctness Claim 3. In the grammar Gj,

Loy(D') = {u() | e(u) € La, (D), v e X7},
La,(E") = {u(v) | e(w) € La,(E) },
Lg;(Aa) = {u(va) | u(v) € La,(A) }

Furthermore, Okhotin has shown [I4] that all eztended left contexts can
be effectively converted to left ones.

Given a grammar Gj, the construction of the new grammar Gg =
(Z,N6,R6,SG) with N6 = N5 U{Aa’X ’ A€ N5, a € E, X Q N} is as
follows.

1. For every rule of the form (Ba) in the original grammar the new gram-
mar has a rule

A= a&<aDP & .. & <D, (6a)

where each X is a set of direct descendants of the corresponding D; in
a connected directed acyclic graph with a set of nodes {Dy,...,D,} 2
{FE1, ..., E,} with the set of sources {Ey, ..., E,}. Moreover, the new
grammar has a rule of the form

AodBLEnY (6b)

2. For every rule (BH) in the original grammar, the new grammar has a
copy of it, as well as extra rules of the form:

AGX-IXe L p B8N g & bBE N & Creke ... & Cre, (6¢)
witha € ¥, X3,..., X, C N,

Correctness Claim 4. As a result of this construction, Lg,(A) = La,(A),
for all A € N. Every language Lgs(A%™) contains all such strings u{v), that
the item A(u(va)) can be deduced in the grammar G5 out of the premises
F(e(uva)) (for all F € X ), and no items K(e(uva)) (with K € N) can be
inferred during such deduction.

Now all context operators in rules of the grammar Gy are of the form <13.

The constructed grammar G¢ has null rules of the form (BH), which have
to be eliminated by the procedure of null conjuncts elimination described
above. Since none of such rules have contexts, the elimination shall not
introduce any new contexts in the grammar. However, as a result of such
elimination, some of the rules (6a) may get null contexts and some of the
rules (Bd) may get unit conjuncts, which can be again eliminated by the
corresponding procedures. Neither of these procedures appends any new
extended left contexts (<) to the grammar.

Thus, all rules of the grammar are of the form (Pa8)—(PH), as desired.
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4 Automaton representation

Linear conjunctive grammars are known to be computationally equivalent to
one of the simplest types of cellular automata: the one-way real-time cellular
automata, also known under the proper name of trellis automata. This section
presents a generalization of trellis automata, which similarly corresponds to
linear grammars with one-sided contexts.

An ordinary trellis automaton processes an input string of length n > 1
using a uniform array of @ nodes, as presented in Figure O(left). Each
node computes a value from a fixed finite set ). The nodes in the bottom
row obtain their values directly from the input symbols using a function
I: 3> — Q. The rest of the nodes compute the function §: Q) x Q — @ of the
values in their predecessors. The string is accepted if and only if the value
computed by the topmost node belongs to the set of accepting states F' C ().

Theorem A (Okhotin [I3]). A language L C X7 is defined by a linear
conjunctive grammar if and only if L is recognized by a trellis automaton.

a; a, as ay a; as as ay
Figure 1: Trellis automata (left) and trellis automata with feedback (right).

In terms of cellular automata, every horizontal row of states in Fig-
ure M(left) represents an automaton’s configuration at a certain moment of
time. An alternative motivation developed in the literature on trellis au-
tomata [4, B, [] is to consider the entire grid as a digital circuit with uniform
structure of connections. In order to obtain a similar representation of linear
grammars with left contexts, the trellis automaton model is extended with
another type of connections, illustrated in Figure (right).

Definition 3. A trellis automaton with feedback is a sextuple M =
(3,Q,1,J,0, F), in which:

e > is the input alphabet,

e () is a finite non-empty set of states,



I:Y — Q is a function that sets the initial state for the first symbol,

J:Q x X — Q sets the initial state for every subsequent symbol, using
the state computed on the preceding substring as a feedback;

0: Q x Q — Q is the transition function, and
e [ C Q s the set of accepting states.

The behaviour of the automaton is described by a function A: X* X X7 — Q,
which defines the state A(u(v)) computed on each string with a context u(v)

by
Ale(a)) = I(a),
A(w(a)) = J(A(e(w) )
A(ufbuc)) = 6 (A(u(bv)), Alub(ve))).

The language recognized by the automaton is L(M) = {w € X1 | A(e(w)) €

Theorem 2. A language L C X7 is defined by a linear grammar with left
contexts if and only if L is recognized by a trellis automaton with feedback.

The proof is by effective constructions in both directions.

Lemma 1. Let G = (X, N, R, S) be a linear grammar with left contexts, in
which every rule is of the form

A bBi& ... &bB & Cicke ... &Che (be€Y, By Cie N),  (Ta)
A—=a& <D & ... &<D,, (a€eX, m=>=0,D; € N), (7b)

and define a trellis automaton with feedback M = (X,Q, I, J,d, F) by setting
Q=Y x2Vx 3,

I(a) = (a,{A|A—a€ R} a)
(ch a) = (a,{ A| 3 rule (7) with Ds,...,D,, € X },a)
5((b,X,d), (Y, c)) = (b,{ A| 3 rule ({7a) with B; € X and C; €Y },c)
F={(Xc)|SeX}
For every string with context u(v), let b be the first symbol of v, let ¢ be the
last symbol of v, and let Z = { A | u(v) € Lg(A) }. Then A(u(v)) = (b, Z,c).
In particular, L(M) = {w | e(w) € Lg(S) } = L(G).
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Proof. Induction on pairs (|uv|, |v]), ordered lexicographically.

Basis: ¢(a) with a € ¥. The state computed on this string is A(e(a)) =
I(a) = (a,Z,a) with Z = {A| A — a € R}. The latter set Z is the set of
all symbols A € N with e(a) € Lg(A).

Induction step I: u(a) with u € ¥* and a € X. The state computed by
the automaton on the string u(a) is defined as A(u(a))) = J(A(e(u)),a). By
the induction hypothesis, the state reached on the string e(u) is A(e(u)) =
(a, X,a), where a is the first symbol of u and X C N is the set of symbols
that generate (u). Substituting this value into the expression for the state
reached on u(a) yields A(u(a)) = J((a, X, a),a) = (a, Z,a), where

Z = { A| there exists a rule (H) with Dy, ..., D,,, € X } =
= { A | there exists a rule () with e(u) € Lg(D;) for all i }.

The latter condition means that Z is the set of all symbols A € N that
generate the string u(a) using a rule of the form (IH). Since this string can
only be generated by rules of that form, this is equivalent to Z = { A | u{a) €
Lg(A) }, as claimed.

Induction step II: u(bvc) with uw,v € ¥* and b,c € ¥. The state
computed on such a string is A(u(bve)) = 0(A(u(bv)), A(ub(ve))). By the
induction hypothesis, the states reached by the automaton on the strings
u(bv) and ub(vc) are respectively A(u(bv)) = (b, X,b') and A(ubl{vc)) =
(¢, Y, c), where b is the last symbol of bu, ¢ is the first symbol of ve, X C N
is the set of nonterminal symbols generating u(bv) and Y C N contains all
such nonterminals that generate the string ub(vc).

Substituting the states reached on these shorter strings into the expression
for the state computed on u({bve) gives A(u(bvc)) = 6((b, X, V), (.Y, ¢c)) =
(b, Z, ¢), where

Z = { A| there exists a rule (7d) with B; € X and C; € Y } =
= { A | there exists a rule (7a) with u(bv) € Lg(B;) and
ub(ve) € Lg(Cy), for all 4, 5 }.

That is, Z is exactly the set of nonterminals that generate the string
ub({vc) by a rule of the form (7). The string u(bvc) can only be generated
by a rule of such a form, and, thus, Z = { A | u(bvc) € Ls(A) }, as desired.

]

Lemma 2. Let M = (3,Q,1,J,0,F) be a trellis automaton with feedback
and define the grammar with left contexts G = (X, N, R,S), where N =
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{A, | ¢ Q}U{S}, and the set R contains the following rules:

Ay — a& e
AJ(q’a) —ak <]Aq
Asipg) — A& Ape

S — A

~— ~— ~— ~—

Then, for every string with context u{v), A(u(v)) = r if and only if u{v) €
Le(Ay). In particular, L(G) = {w | A(e(w)) € F } = L(M).

Proof. Induction on lexicographically ordered pairs (Juv|, |v]).

Basis: (a) with a € ¥. Then A(e(a)) = I(a). At the same time, e(a)
may only be generated by the rule of the form (Ba), and such a rule for A,
exists if and only if I(a) = r.

Induction step I: u(a) with u € T and a € X.

& Let A(u(a)) = r. Then, r = J(A(e(u)),a). Let ¢ = A(e(u)). By
the induction hypothesis, e(u) € Lg(A,). Since J(g,a) = r, the grammar
contains a corresponding rule of the form (BH), which can be used to deduce
the membership of u(a) in L (A,) as follows:

Ay (e(u)) Fa Ay (ula)) (A, = a& <A,). 9)

© Conversely, assume that u(a) € Lg(A,). Then its deduction must end
with an application of a rule of the form (BH), as in (H). By construction,
the existence of such a rule implies r = J(q,a). Applying the induction
hypothesis to A,(s(u)) yields A(e(u)) = q. Then the automaton calculates
as follows: A(u(a)) = J(A(e(u)),a) = J(q,a) = r, as desired.

Induction step II: u(bvc) with u,v € ¥* and b, ¢ € X.

& Assume first that A(u(bvc)) = r. Then r = d(p,q), where p =
A(u(bv)) and ¢ = A(ub(ve)). By the induction hypothesis, u(bv) € Lg(A,)
and ub(vec) € Lg(A,). From this, using a rule of the form (Bd), one can
deduce

A, (u(bv)), Ay(ub(ve)) Fa Ar(u(buc)) (A, = bA, & Aye), (10)

that is, u(bvc) € Lg(A,), as claimed.

@& Conversely, if u(bve) € Lg(A,), then the deduction establishing
A, (u{bve)) must end as (M), using a rule of the form (8d). Then, by the
construction, r = d(p,q). Since the items A,(u(bv)) and A,(ub{vc)) are

deduced in the grammar, by the induction hypothesis, A(u(bv)) = p and
A(ub{ve)) = q. Then A(ulbvc)) =d(p,q) = 1. O
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5 Closure properties

The automaton representation devised in previous section is useful for es-
tablishing some basic properties of linear grammars with contexts, which
would be more difficult to obtain using grammars alone. For instance, one
can prove their closure under complementation by taking a trellis automaton
with feedback and inverting its set of accepting states.

Another closure result is the closure under concatenating a linear con-
junctive language from the right.

Lemma 3. Let L C * be defined by a linear grammar with contexts, and
let K C Y* be a linear conjunctive language. Then the language L - K can be
defined by a linear grammar with contexts.

Proof. Let G1 = (3, N1, Ry, S1) and Gy = (X, No, Ra, S2) be the grammars
generating the languages L and K, respectively. Construct a linear conjunc-
tive grammar with contexts G = (X, N; U No U{S}, Ry U Ry U R, S), where
R contains the rules S — aS (for all @ € ¥) and S — Sy & <15. O

This, in particular, implies that the language
L={ad"V'. . .a"b |m>=2 i, =1, 3 :i1=js A igy1 = Jjm},

used by Terrier [I7] to show that linear conjunctive languages are not closed
under concatenation, can be defined by a linear grammar with contexts.

By the same method as in Lemma B, one can show that the Kleene star
of any linear conjunctive language can be represented by a linear grammar
with contexts.

Lemma 4. Let L be a linear conjunctive language. Then the language L*
can be defined by a linear grammar with contexts.

Proof. Let G = (X, N, R, S) be a linear conjunctive grammar that defines L.
Construct a linear grammar with contexts G' = (X, N U {5, X,Y,Z}, RU
R, S"), with the following rules in R'.

S — aX (for all a € X)
S — ¢
X — S&av
Y — aZ (for all a € ¥)
Z — S&<s
Then L(G') = L(G)*. O

13



6 Defining a non-regular unary language

Ordinary context-free grammars over a unary alphabet ¥ = {a} define only
regular languages. Unary linear conjunctive languages are also regular, be-
cause a trellis automaton operates on an input a” as a deterministic finite
automaton [6]. The non-triviality of unary conjunctive grammars was discov-
ered by Jez []], who constructed a grammar for the language {a* |k > 0}
using iterated conjunction and concatenation of languages.

This paper introduces a new method for constructing formal grammars
for non-regular languages over a unary alphabet, which makes use of a left
context operator, but does not rely upon non-linear concatenation. The
simplest case of the new method is demonstrated by the following automaton,

which can be transformed to a grammar by Lemma B.

Example 3. Consider a trellis automaton with feedback M =
(3,Q,1,J,0,F) over the alphabet ¥ = {a} and with the set of states
Q = {p,q,r}, where I(a) = p is the initial state, the feedback function
gives states J(p,a) = q and J(r,a) = p, and the transition function is de-
fined by 0(s,p) = p for all s € Q, d(¢q,q9) = 6(r,q) = q, d(p,q) = r and
d(p,r) = p. The only accepting state is r. Then M recognizes the language
{a® 2|k >2}.

The computation of this automaton is illustrated in Figure B. The state
computed on each one-symbol substring a*(a) is determined by the state
computed on &(a’) according to the function J. Most of the time, A(e(a’)) =
p and hence A(a‘(a)) = ¢, and the latter continues into a triangle of states
q. Once for every power of two, the automaton computes the state r on
5<a2k*2), which sends a signal through the feedback channel, so that J sets
A(a?*~2(a)) = p. This in turn produces the triangle of states p and the next
column of states r.

The following lemma states that the automaton in Example B indeed
works as described.

Lemma 5. Consider the automaton M from Ezxample B. Denote M]i, j] =
A(a™Ha?=1Y).  Then:

Uy). Forallie{l,...,2"} and j € {1,...,2%} satisfyingi+j =2 —1 and
i< g, Mli,jl=r.

Uy). Foralli€{2,...,28 =2} and j € {21, 28 -2} with 28 <i+j <
28 — 4 and i < j, Mli,j] = q.

(Us). For alli € {1,...,2 =1} and j € {2F —1,..., 2" — 3}, such that
< i+ <2 2 Mgl = p.

14



P P r 4q q
P P P 4 4 Qq-
P P P r 4 q q°
P P P P d4d 49 4 q°
r"P P P T 4 4 4 aq
P 4P P P 4 4 9 49 4d
P r q"p P r 49 9 9 q Qg
P P 9 9\P P 4 4 49 q q q-
WP r 9 q\P r 9 9 9 9 q g
P a\P 4 4 9P 9 9 4 4 9 g q°

a a a a a a a a a a a a a a

Figure 2: How the automaton in Example B recognizes {a> 2| k > 2}.

It is now known that linear grammars with contexts over a one-symbol
alphabet are non-trivial. How far does their expressive power go? For con-
junctive grammars (which allow non-linear concatenation, but no context
specifications), Jez and Okhotin [9, 00, I1] developed a method for ma-
nipulating base-k notation of the length of a string in a grammar, which
allowed representing the following language: for every trellis automaton M
over an alphabet {0,1,...,k—1}, there is a conjunctive grammar generating
Ly = {a* | the base-k notation of ¢ is in L(M) } [9]. This led to the follow-
ing undecidability method: given a Turing machine 7', one first constructs
a trellis automaton M for the language VALC(T') C ¥* of computation his-
tories of T'; then, assuming that the symbols in ¥ are digits in some base-k
notation, one can define the unary version of VALC(T') by a conjunctive
grammar.

Linear grammars with contexts are an entirely different model, and the
automaton in Example B has nothing in common with the basic unary con-
junctive grammar discovered by Jez [8], in spite of defining almost the same
language. The new model seems to be unsuited for manipulating base-%k dig-
its, and the authors took another route to undecidability results, which is
explained below.
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7 Simulating a Turing machine

The overall idea is to augment the automaton in Example B to calculate
some additional data, so that its computation on a unary string simulates
any fixed Turing machine running on the empty input. Each individual cell
A(a*{a’)) computed by the automaton should hold some information about
the computation of the Turing machine, such as the contents of a certain
tape square at a certain time. Then the automaton can accept its input a”
depending on the state of the computation of the Turing machine at time
f(n).

Consider the computation in Figure B, which is split into regions by verti-
cal r-columns. The bottom line of states ¢ in each region shall hold the tape
contents of the Turing machine. The new automaton should simulate several
steps of the Turing machine, and then transfer its resulting tape contents to
the top diagonal border of this region. The transfer of each letter is achieved
by sending a signal to the right, reflecting it off the vertical r-column, so
that it arrives at the appropriate cell in the top border. From there, the
tape contents shall be moved to the bottom line of the next region through
the feedback data channel. Because of the reflection, the tape symbols shall
arrive at the next region in the reverse order.

In order to simulate a Turing machine using this method, it is useful to
assume a machine of the following special kind. This machine operates on
an initially blank two-way infinite tape, and proceeds by making left-to-right
and right-to-left sweeps over this tape, travelling a longer distance at every
sweep. At the first sweep, the machine makes one step to the left, then, at
the second sweep, it makes 3 steps to the right, then 7 steps to the left, 15
steps to the right, etc. In order to simplify the notation, assume that the
machine always travels from right to left and flips the tape after completing
each sweep.

Definition 4. A sweeping Turing machine s a quintuple T =
(', Q,q0,V,F), where

e [ is a finite tape alphabet containing a blank symbol O € T';

e Q is a finite set of states,

qo € Q is the initial state and F C Q s the set of accepting states;

V:QxT'— QO x1T is a transition function;
o F is a finite set of flickering states.

A configuration of T' is a string of the form [k]ugav, where k > 1 is the
number of the sweep, and uqav with u,v € I'*, a € I and q € Q represents
the tape contents uav with the head scanning the symbol a in the state q.

16



The initial configuration of the machine is [1]0qe0. Fach k-th sweep
deals with a tape with 2% symbols, and consists of 2F — 1 steps of the following
form:

[k]ubgev b1 [k]ug'bc'v (V(g,c) = (d, ).

Once the machine reaches the last symbol, it flips the tape, appends 2% blank
symbols and proceeds with the next sweep:

[Klgcw Fr [k + 1]0% wiqe

A sweeping Turing machine never halts; at the end of each sweep, it may
flicker by entering a state from F. Define the set of numbers accepted by T
as S(T) = { k| [1]0q0O F% [k]grew for ¢ € F }.

A sweeping Turing machine is simulated by the following trellis automa-
ton with feedback over a one-symbol alphabet.

Construction 1. Let T" = (I', Q, ¢y, V, F) be a sweeping Turing machine.
Construct a trellis automaton with feedback M = ({a},Q, 1, J,d, F) as fol-
lows. Its set of states is Q = {Zpg | v,y € TUQL, Z € {o,e}} U
{qu ‘ reluQl, 7 € {O,o}} U {r}. Each superscript = represents a
tape symbol at the current position, which is augmented with a state, if the
head is in this position. Each subscript y similarly contains a symbol and
possibly a state, representing the contents of some other tape square, which
is being sent as a signal to the left. A bullet marker “e” marks the beginning
of the tape, whereas each state ¢ p;, or Zq* with Z = o shall be denoted by
p;, and q*, respectively.

Let I(a) = pgy,, J(r,a) = pg, and J(“p},a) = “q. For all z,y,2',y €
FT'UQr and Z,Z' € {o, e}, the following transitions are defined in ¢:

) (qu, Z,qxl) =2q° (propagation; x, 2’ € T,
and z € QI' with Z = e)
o (Z q”, Z/p’y“”f ) = Z/p;‘“, (propagation)
0 (PZ, Z/qwl> =r (r-column)
§(“py, r)=p7 (reflection)
) <Z P, Z/pfjf > = Z/pZ, (propagation)
) (r, Z’pZ: ) = 'pgf (new region in top diagonal)
0 (r, Z /qw/> = q"” (first g-column after r-column)
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A transition V(g,c) = (¢, ¢) of the Turing machine is simulated as follows:

6(q”, qY)
o(q”, q*)

The set of accepting states is F' = {pL,, | c €T, ¢t € F }.

(rewriting the symbol; y € I)

q
q*7 (moving the head; z € I)

The first thing to note about this construction is that if all attributes
attached to the letters p, q,r are discarded, then the resulting automaton is
exactly the one from Example B. This ensures the overall partition of the
computation into regions illustrated in Figure B.

Figure 3: How a trellis automaton given by Construction 0 simulates a step
of a Turing machine.

Each region corresponds to a sweep of the Turing machine. The bottom
row of states contains the machine’s configuration in the beginning of the
sweep, where each state q* holds the symbol in one square of the tape. The
rightmost cell is q*?, and it contains the state of the Turing machine, while
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the leftmost cell is marked by a bullet (*q”). Each of the several rows above
holds the tape contents after another step of computation. After 2¥ —1 steps
of simulation the head reaches the leftmost square, which marks the end of
the current sweep.

Then, each tape symbol is propagated by a signal to the right using the
states py,. Every such state holds two symbols: x is carried to the right, to
be reflected off the right border, and y is a leftbound symbol that has already
been reflected. As a result, the top diagonal border is filled with the states of
the form py, and their subscripts y form the resulting contents of the tape,
reversed. These symbols are sent to the next region by the function J.

With this simulation running, the last state ¢ € Q reached by the Turing
machine upon completing each k-th sweep shall always end up in a pre-
defined position exactly in the middle of the top diagonal border. It will be
Ae(a? 727 -2)) = p5, and the trellis automaton with feedback accepts
this string if and only if g € F.

Example 4. Consider a sweeping Turing machine 7' = (I', Q, qo, V, F), with
I'={c,0}, Q@={q,q}and F = {q:}. The transition function V is defined
as follows:

V(g,0) = (qo; ¢)
V(g1,0) = (q1,¢)
V(go: ¢) = (q1,¢)
Vg, ¢) = (go: ¢)

The machine is started on a blank tape in the state qq, that is, its initial
configuration is [1]Oqed. After the first move the configuration is

[1]aqed Fr [1]qeOe.

After this step the machine flips its tape and makes three moves as follows:

[2]00cqoeO Fr
[2]00qoce Fr
[2]0q10ce Fr

[2]lq10ccc.
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Then the machine again flips its tape and makes 7 steps:

[3]ooodceecq: O Fr
[3]ooodceqyce Fr
[3]ooodeqocee Fr
[3]ooogqicece Fr
[3]ooOqgodcece r
[3lo0qeOccece
[3]0qoOccccee Fr
[3]aoOceccecce.

Thus, while traversing the tape, if the machine is scanning a blank, it
rewrites it with a symbol ¢; and if it is scanning a symbol ¢, it switches its
state (that is, changes from ¢o to ¢; and vice versa).

After every k-th sweep, that is, after each step with a number 2" — 1, the
tape contains k£ symbols ¢ and the head of the machine is scanning a blank
symbol. If n is even, the machine is in the state qg; otherwise the state is ¢;.
That is, the machine “flickers” after every second sweep.

Consider the trellis automaton with feedback, obtained by Construction M
for the machine T.

The initial state of the automaton is pgqo, which allows assigning the
value qP% to the second element in the bottom row of the trellis. This value
represents the contents of the tape of 7', which is being processed by the
automaton.

In the first region, the entire configuration is qoJ, that is, it consists of
a unique square. Thus, the automaton cannot yet simulate a step of the
machine, and all it has to do is to copy this one-square tape to the top
diagonal border of the first region. The contents of this square are put in
the state pg% and then reflected off the vertical r-column in the state pgqo,
which is copied to the top border. This state is surrounded by two other
states, *pH and p3, which represent blank squares.

The final tape contents in the first region are then transferred to the
second region through the feedback channel: the information from the state
Pa,, in position (1,4) is copied to the state q7% in position (5,5), while
another state *p3 in position (1,3) produces the state *q" in position (4,4).

Now the trellis automaton can simulate a transition V(qo, 0) = (qo, ¢) of
T and the new contents of the tape are represented by the nodes *q~% and
q° in positions (4,5) and (5,6), respectively. The former state has Z = e,
marking the left end of the tape, and hence no further steps of the Turing
machine shall be simulated in this region (as all the transitions of the trellis
automaton simulating the Turing machine require Z = o).

The data in the nodes in positions (4, 5) and (5, 6) are propagated first to
the right, and, after reflecting off r, to the left. The subsequent simulation
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Figure 4. Computation of a trellis automaton M with feedback simulating

the Turing machine T'. The input string of M is a?'-2,

of the next sweep of the Turing machine in the third region is illustrated in
the figure.

The correctness of Construction 0 is established in the following lemma,
which describes the contents of each individual cell.

Lemma 6. Let T = (I',Q,qo0, V,F) be a sweeping Turing machine, and
let M = ({a},Q,1,J,0,F) be a trellis automaton with feedback obtained in
Construction .

Consider some k-th sweep of M and denote Xf .. .ng_2 the tape contents
after each £ € {1,...,28"2—1} step in the sweep. Each symbol X} is either a
symbol of the tape alphabet, or a pair (b,q), where b € I and q € Q, meaning
that the head of the machine is scanning symbol b in state q.

Then:

e Forall (i,5) € Uy, M[i,j| =r.
o For all (i,7) € Uy, M[i,j] = q®, where s = O if i € {21 ... 3"
k=2 1} je {2kt ... 28 —2} and i < j. Otherwise, s = X!

i—2k=141>
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witht = j—i+1if j—i <281 andt = 281 if j—i > 2¥=1. Moreover,
7 = & when i = 2F1,

o For all (Z,]) € Z/[3, M[Z,j] = Zpi/} where s = S/ =0 fO’I"i c
{1,..., 25 —1} and j € {3-28"1—2, ... 2kt 4} and s = X272

i—2k 417
k—2__ . . .
s = Xf_wkggﬁ for the rest of pairs. Moreover, Z = o if i = 1 and

j=2F—1.

Lemma B can be proved by a straightforward induction, inferring the state
in each cell from the previously determined values of the neighbouring cells.

Theorem 3. Let T' = (', Q,qo, V, F) be a sweeping Turing machine and
let M = ({a},Q,1,J,6,F) be a trellis automaton with feedback obtained in
Construction 0. Then L(M) = {a2"7+2""' -2 | L € S(T) }.

8 Implications

The simulation of Turing machines by a trellis automaton with feedback over
a one-symbol alphabet is useful for proving undecidability of basic decision
problems for these automata. Due to Theorem B, the same undecidability
results equally hold for linear grammars with contexts.

The first decision problem is testing whether the language recognized by
an automaton (or defined by a grammar) is empty. The undecidability of
the emptiness problem follows from Theorem B. To be precise, the problem
is complete for the complements of the r.e. sets.

Theorem 4. The emptiness problem for linear grammars with left contexts
over a one-symbol alphabet is T10-complete. It remains in 119 for any alpha-
bets.

Proof. The non-emptiness problem is clearly recursively enumerable. because
one can simulate a trellis automaton with feedback on all inputs, accepting
if it ever accepts. If the automaton accepts no strings, the algorithm does
not halt.

The I1%-hardness is proved by reduction from the Turing machine halting
problem. Given a machine 7" and an input w, construct a sweeping Turing
machine T),, which first prints w on the tape (over 1 + log |w| sweeps, using
around |w| states), and then proceeds by simulating 7', using one sweep for
each step of T'. If the simulated machine 7" ever halts, then T,, changes into
a special state ¢; and continues moving its head until the end of the current
sweep.

Construct a trellis automaton with feedback M simulating the machine
T, according to Theorem B, and define its set of accepting states as F =
{p5, | c€X}. Then, by the theorem, M accepts some string a’ if and only
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if T,, ever enters the state g¢, which is in turn equivalent to 7’s halting on
w. [

The second slightly more difficult undecidability result asserts that testing
the finiteness of a language generated by a given grammar is complete for
the second level of the arithmetical hierarchy.

Theorem 5. The finiteness problem for linear grammars with left contexts
over a one-symbol alphabet is X3-complete. It remains L3-complete for any
alphabet.

Proof (a sketch). Reduction from the finiteness problem for a Turing ma-
chine, which is X9-complete, see Rogers [15, §14.8]. Given a Turing machine
T, construct a sweeping Turing machine 7", which simulates 7" running on
all inputs, with each simulation using a segment of the tape. Initially, 7" sets
up to simulate 7" running on ¢, and then it regularly begins new simulations.
Every time one of the simulated instances of T" accepts, the constructed ma-
chine “flickers” by entering an accepting state in the end of one of its sweeps.
Construct a trellis automaton with feedback M corresponding to this ma-
chine. Then L(M) is finite if and only if L(7') is finite. O

9 Conclusion

At the first glance, linear grammars with contexts seem like a strange model.
However, they are motivated by the venerable idea of a rule applicable in
a context, which is worth being investigated. Also, trellis automata with
feedback at the first glance seem like a far-fetched extension of cellular au-
tomata. Its motivation comes from the understanding of a trellis automaton
as a circuit with uniform connections [5], to which one can add a new type of
connections. Both models are particularly interesting for being equivalent.

A suggested topic for future research is to investigate the main ideas in
the literature on trellis automata [5, B, [, [7] and see whether they can be
extended to trellis automata with feedback, and hence to linear grammars
with contexts.
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