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#### Abstract

A commonly used approach for solving unconstrained, highly multimodal, distance geometry problems is to use an integral transformation to gradually transform the objective function into a function with a smaller number of undesired local minima. In many cases, an iterative tracing of minimizers of the transformed functions back to the original function via continuation leads to a global minimum of the original objective function. This paper gives a theoretical framework for such a method that is applicable to box-constrained problems. By assuming decomposability of the objective function (i.e. that it can be decomposed into products of univariate functions), we prove the convergence of the proposed method to a KKT point satisfying the first-order necessary and the second-order sufficient optimality conditions of a box-constrained problem. We also give the conditions that guarantee the convergence to the solution from the interior of the feasible domain.


Keywords: global optimization, bounds for variables, continuation, Gaussian transform, barrier method, KKT conditions

TUCS Laboratory
Turku Optimization Group (TOpGroup)

## 1 Introduction

We describe a novel approach for solving the box-constrained minimization problem

$$
\begin{array}{ll}
\min & f(\boldsymbol{x})  \tag{P}\\
\text { s.t. } & \boldsymbol{x} \in H,
\end{array}
$$

where the objective function $f: H \rightarrow \mathbb{R}$ can be expressed in the decomposable form

$$
f(\boldsymbol{x})=\sum_{i=1}^{m} \prod_{j=1}^{n} f_{i, j}\left(x_{j}\right)
$$

for a set of sufficiently smooth functions $f_{i, j}:\left[a_{j}, b_{j}\right] \rightarrow \mathbb{R}$. In addition, we assume that the feasible domain $H \subset \mathbb{R}^{n}$ is the $n$-dimensional hyperrectangle

$$
\begin{equation*}
H=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid a_{i} \leq x_{i} \leq b_{i}, i=1, \ldots, n\right\} \tag{1}
\end{equation*}
$$

with $a_{i}, b_{i} \in \mathbb{R}, a_{i}<b_{i}, i=1, \ldots, n$. Various distance geometry problems, where the objective function is typically highly multimodal, can be formulated as this kind of a global optimization problem. Examples of these include distanceconstrained molecular conformation (see e.g. [2]), molecular embedding (see e.g. [10]), distance matrix completion (see e.g. [25]), sensor network localization (see e.g. [6]) and certain relaxed formulations of maximin distance problems (see e.g. [19] and [24]). ${ }^{1}$

In this paper, we adapt the idea of using the Gaussian transform to gradually transform the highly multimodal objective function into a function with a smaller number of undesired local minima. The idea of using this parametrized integral transformation has been applied in several different forms to distance geometry problems appearing in molecular chemistry. The most prominent approaches include the diffusion equation method by Piela et al. [18], the effective energy method by Coleman and Shalloway [7], the effective energy transformation method by Wu [26], the packet annealing method by Shalloway [22] and the distance geometry optimization algorithm by Moré and Wu [16]. It is widely known that in many cases, iteratively tracing the minimizers along a sequence of transformed functions back to the original function leads to a global minimizer of the original objective function. However, the development of these continuation methods has been so far confined to unconstrained optimization and to the field of molecular chemistry. In order to fill this gap, our aim is to extend the theory of the present methods to general box-constrained problems where the objective function is decomposable.

The novelty of our approach is that we restrict the integration domain of the Gaussian transform into the hyperrectangle $H$. This leads to a very natural

[^0]interior-point barrier function method exploiting an intrinsic barrier induced by the Gaussian transform over the bounded domain $H$. In particular, this approach allows utilization of an unconstrained method for minimizing the transformed functions. Our approach is fundamentally different from the previously described approaches to constrained optimization via integral transformations (see e.g. [1]). In these approaches, the integration domain is the whole $\mathbb{R}^{n}$ and constraints are enforced in the local optimization method that is applied to the transformed functions.

As in the earlier unconstrained methods, we construct a sequence of iterates by tracing the minimizers of the transformed functions. In our approach, however, as the sequence of transformed functions converges to the original function, a sequence of minimizers of the transformed functions can be proven to converge to a solution of the box-constrained problem (P). Specifically, we give conditions for the convergence of such a sequence to a KKT point of problem $(\mathrm{P})$ satisfying the first-order necessary and the second-order sufficient optimality conditions. In addition, we give conditions for the convergence to the solution from the interior of the feasible domain $H$.

The rest of the paper is organized as follows. In Section 2, we define the integral transformation being applied to the objective function and describe the continuation approach. We also give conditions ensuring that stationary points of the transformed functions lie within the feasible domain. Conditions for the convergence to a KKT point of problem ( P ) from the interior of the feasible domain $H$ are given in Section 3. Finally, Section 4 summarizes the results presented in this paper. Detailed proofs of the technical lemmata utilized in proving our main results are provided in Appendix A.

## 2 Constrained Continuation Approach

In this section, we describe the basic ideas of transforming the objective function via the Gaussian transform and tracing minimizers of the transformed functions via continuation. In particular, we give the conditions ensuring that stationary points of the transformed functions lie in the interior of a bounded integration domain.

### 2.1 Continuation via the Gaussian Transform

First, we consider the continuation approach using the Gaussian transform.
Definition 2.1. The Gaussian transform of a function $f: \Omega \rightarrow \mathbb{R}$, where $\Omega \subseteq \mathbb{R}^{n}$ is nonempty, is

$$
\begin{equation*}
\langle f\rangle_{\sigma, \Omega}(\boldsymbol{x})=C_{\sigma} \int_{\Omega} f(\boldsymbol{y}) \exp \left(-\frac{\|\boldsymbol{y}-\boldsymbol{x}\|^{2}}{\sigma^{2}}\right) d \boldsymbol{y} \tag{2}
\end{equation*}
$$

where $\sigma>0$ is a transformation parameter and

$$
C_{\sigma}=\left[\int_{\mathbb{R}^{n}} \exp \left(-\frac{\|\boldsymbol{y}\|^{2}}{\sigma^{2}}\right) d \boldsymbol{y}\right]^{-1}=\left(\frac{1}{\sqrt{\pi} \sigma}\right)^{n}
$$

is $a$ normalization constant. ${ }^{2}$
This integral transformation is essentially a distance-weighted average of the original function, where the degree of averaging is controlled by the parameter $\sigma$. Larger values of $\sigma$ produce a function with fewer local minima whereas the transformed function $\langle f\rangle_{\sigma, \Omega}$ approaches the original one in the interior of the domain $\Omega$ as $\sigma$ approaches zero. In particular, this transformation tends to reveal the underlying trend of the original function and to remove local minima representing small deviations from this trend. This property can be explained by the fact that the transformation tends to remove the high-frequency components of the Fourier transform and to preserve the low-frequency ones [26].


Figure 1: A univariate function $f$ and the lines connecting the minimizers of the transformed functions $\langle f\rangle_{\sigma, \Omega}$, where $\Omega=[-4,4]$, with different values of $\sigma$.

The basic idea of the integral transformation methods (see e.g. [15] or [26]) is to gradually deform some "smoothed" function $\langle f\rangle_{\sigma_{0}, \Omega}$ with $\sigma_{0}>0$ and $\Omega=$ $\mathbb{R}^{n}$ back to the original function $f$. This is done by letting the transformation parameter $\sigma$ approach zero. Local minimization procedures are then applied with intermediate values of $\sigma$, which gives rise to a sequence of minimizers of the transformed functions. Starting the minimization of each function $\langle f\rangle_{\sigma_{k}, \Omega}$ from

[^1]the (global) minimizer of the previous function $\langle f\rangle_{\sigma_{k-1}, \Omega}$ effectively carries the minimization over undesired local minima that are present in the original function and the transformed functions with small values of $\sigma$. This continuation approach is illustrated in Figure 1. In addition, Figure 1 illustrates that our approach of applying the Gaussian transform over a bounded domain induces the "barrier" at the boundaries of the integration domain $\Omega$. This effectively forces any stationary points of the functions $\langle f\rangle_{\sigma, \Omega}$ to lie within $\Omega$.

### 2.2 The Barrier Property

Now, we prove that if the the objective function $f$ attains either only strictly positive or only strictly negative values in a given domain $\Omega$, then all stationary points of the transformed functions $\langle f\rangle_{\sigma, \Omega}$ lie within the interior of $\Omega$. By virtue of this rather strong assumption, the following result can be proven without assuming decomposability of $f$ or restrict the integration domain of the Gaussian transform to the hyperrectangle $H$.

Theorem 2.1. Let $\sigma>0, \Omega \subset \mathbb{R}^{n}$ be a convex set with nonempty interior and $f: \Omega \rightarrow \mathbb{R}$. Assume that either $f(\boldsymbol{x})<0$ for all $\boldsymbol{x} \in \Omega$ or $f(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in \Omega$. Then the condition $\nabla\langle f\rangle_{\sigma, \Omega}(\boldsymbol{x})=\mathbf{0}$ implies that $\boldsymbol{x} \in \operatorname{int} \Omega$.

Proof. First, we note that the gradient of the transformed function $\langle f\rangle_{\sigma, \Omega}$ is given by

$$
\begin{equation*}
\nabla\langle f\rangle_{\sigma, \Omega}(\boldsymbol{x})=\frac{2 C_{\sigma}}{\sigma^{2}} \int_{\Omega} f(\boldsymbol{y})(\boldsymbol{y}-\boldsymbol{x}) \exp \left(-\frac{\|\boldsymbol{y}-\boldsymbol{x}\|^{2}}{\sigma^{2}}\right) d \boldsymbol{y} \tag{3}
\end{equation*}
$$

Let $\boldsymbol{x} \in \mathbb{R}^{n} \backslash \operatorname{int} \Omega$ and $\sigma>0$ and assume that $\nabla\langle f\rangle_{\sigma, \Omega}(\boldsymbol{x})=\mathbf{0}$. Since $\Omega$ is a convex set with nonempty interior, it follows from the classical separating hyperplane theorem ([3], p. 53-59) that there exists $\boldsymbol{v} \in \mathbb{R}^{n} \backslash\{0\}$, such that

$$
\begin{array}{cl}
\boldsymbol{v}^{T}(\boldsymbol{y}-\boldsymbol{x}) \leq 0 & \text { for all } \boldsymbol{y} \in \Omega, \\
\boldsymbol{v}^{T}(\boldsymbol{y}-\boldsymbol{x})<0 & \text { for all } \boldsymbol{y} \in \operatorname{int} \Omega . \tag{5}
\end{array}
$$

Let $\boldsymbol{z} \in$ int $\Omega$ and let $r>0$ such that $B(\boldsymbol{z} ; r) \subset \Omega$, where $B(\boldsymbol{z} ; r)$ denotes an open ball of radius $r$ centered at $\boldsymbol{z}$. Clearly, $B(\boldsymbol{z} ; r) \subset$ int $\Omega$, which implies that

$$
\begin{equation*}
\boldsymbol{v}^{T}(\boldsymbol{y}-\boldsymbol{x})<0 \quad \text { for all } \boldsymbol{y} \in B(\boldsymbol{z} ; r) . \tag{6}
\end{equation*}
$$

Let us assume that $f\left(\boldsymbol{x}^{\prime}\right)<0$ for all $\boldsymbol{x}^{\prime} \in \Omega$. By this assumption, inequalities (4)-(6) and the property that $\exp \left(x^{\prime}\right)>0$ for all $x^{\prime} \in \mathbb{R}$, we obtain

$$
\begin{array}{ll}
f(\boldsymbol{y}) \boldsymbol{v}^{T}(\boldsymbol{y}-\boldsymbol{x}) \exp \left(-\frac{\|\boldsymbol{y}-\boldsymbol{x}\|^{2}}{\sigma^{2}}\right) \geq 0 & \text { for all } \boldsymbol{y} \in \Omega, \\
f(\boldsymbol{y}) \boldsymbol{v}^{T}(\boldsymbol{y}-\boldsymbol{x}) \exp \left(-\frac{\|\boldsymbol{y}-\boldsymbol{x}\|^{2}}{\sigma^{2}}\right)>0 & \text { for all } \boldsymbol{y} \in B(\boldsymbol{z} ; r) .
\end{array}
$$

Hence, by equation (3) and the above two inequalities we conclude that

$$
\begin{aligned}
\boldsymbol{v}^{T} \nabla\langle f\rangle_{\sigma, \Omega}(\boldsymbol{x}) & =\frac{2 C_{\sigma}}{\sigma^{2}} \int_{\Omega} f(\boldsymbol{y}) \boldsymbol{v}^{T}(\boldsymbol{y}-\boldsymbol{x}) \exp \left(-\frac{\|\boldsymbol{y}-\boldsymbol{x}\|^{2}}{\sigma^{2}}\right) d \boldsymbol{y} \\
& \geq \frac{2 C_{\sigma}}{\sigma^{2}} \int_{B(\boldsymbol{z} ; r)} f(\boldsymbol{y}) \boldsymbol{v}^{T}(\boldsymbol{y}-\boldsymbol{x}) \exp \left(-\frac{\|\boldsymbol{y}-\boldsymbol{x}\|^{2}}{\sigma^{2}}\right) d \boldsymbol{y}>0
\end{aligned}
$$

and the reverse inequality holds in the case $f\left(\boldsymbol{x}^{\prime}\right)>0$ for all $\boldsymbol{x}^{\prime} \in \Omega$. This leads to contradiction with the assumption that $\nabla\langle f\rangle_{\sigma, \Omega}(\boldsymbol{x})=\mathbf{0}$. Since for all $\boldsymbol{x} \in$ $\mathbb{R}^{n} \backslash$ int $\Omega$ there exists $\boldsymbol{v} \in \mathbb{R}^{n} \backslash\{0\}$ such that the above inequality or its reverse holds, we conclude that the condition $\nabla\langle f\rangle_{\sigma, \Omega} f(\boldsymbol{x})=\mathbf{0}$ implies $\boldsymbol{x} \in$ int $\Omega$.

## 3 Convergence Analysis

Recalling Section 1, we now formally state the assumptions on the integration domain of the Gaussian transform and the objective function.

Assumption 3.1. The integration domain of the Gaussian transform $\Omega=H$, where the set $H$ is defined as

$$
H=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid a_{i} \leq x_{i} \leq b_{i}, i=1, \ldots, n\right\}
$$

with $a_{i}, b_{i} \in \mathbb{R}, a_{i}<b_{i}, i=1, \ldots, n$.
Assumption 3.2. The objective function $f: H \rightarrow \mathbb{R}$ is decomposable. ${ }^{3}$ That is, it is of the form

$$
f(\boldsymbol{x})=\sum_{i=1}^{m} \prod_{j=1}^{n} f_{i, j}\left(x_{j}\right)
$$

for a set of $C^{1,1}$ functions ${ }^{4} f_{i, j}:\left[a_{j}, b_{j}\right] \rightarrow \mathbb{R}$.
Under the above assumptions, we will analyze convergence of a sequence of minimizers obtained by successively minimizing the transformed functions $\langle f\rangle_{\sigma, H}$ along the following sequence of transformation parameters $\sigma$.

Assumption 3.3. A sequence $\left\{\sigma_{k}\right\} \subset \mathbb{R}$ converges to zero.
Specifically, we will derive conditions for convergence of the sequence $\left\{\boldsymbol{x}_{k}\right\}$ satisfying the following assumption to a KKT point of problem (P).

[^2]Assumption 3.4. A sequence $\left\{\boldsymbol{x}_{k}\right\} \subset \mathbb{R}^{n}$ satisfies the condition $\nabla\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)=$ 0 for all $k=1,2, \ldots$.

A sequence $\left\{\boldsymbol{x}_{k}\right\}$ satisfying the above assumption can be generated by applying any unconstrained minimization algorithm to the transformed functions $\langle f\rangle_{\sigma_{k}, H}$. In what follows, we will consider such sequences converging to some limiting point. Unfortunately, Assumption 3.4 is not strong enough to guarantee convergence of the sequence $\left\{\boldsymbol{x}_{k}\right\}$. However, provided that the elements $\boldsymbol{x}_{k}$ lie within the feasible domain $H$, by the Bolzano-Weierstrass theorem and compactness of $H$, any sequence $\left\{\boldsymbol{x}_{k}\right\}$ satisfying Assumption 3.4 has a convergent subsequence. Clearly, any such subsequence also satisfies Assumption 3.4 with the corresponding subsequence of $\left\{\sigma_{k}\right\}$. By Theorem 2.1, the following assumption guarantees that the elements $\boldsymbol{x}_{k}$ lie within the feasible domain $H$.

Assumption 3.5. The objective function $f: H \rightarrow \mathbb{R}$ satisfies either the condition $f(\boldsymbol{x})<0$ for all $\boldsymbol{x} \in H$ or $f(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in H$.

Consequently, there exists a convergent sequence $\left\{\boldsymbol{x}_{k}\right\}$ satisfying Assumption 3.4. The property that the elements $\boldsymbol{x}_{k}$ lie in $H$ is also essential for the following convergence analysis when the limiting point is at the boundary of $H$.

### 3.1 Convergence to a first-order KKT Point

Now, we prove that under Assumptions 3.1-3.5, if the sequence $\left\{\boldsymbol{x}_{k}\right\}$ converges to a limiting point $\boldsymbol{x}^{*} \in H$ from the interior of $H$, then $\boldsymbol{x}^{*}$ is a first-order KKT point of problem (P). Convergence of the gradients $\nabla\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)$ to the limiting value $\nabla f\left(\boldsymbol{x}^{*}\right)$ at the assumed limiting point $\boldsymbol{x}^{*} \in H$ is proven via technical lemmata for the univariate Gaussian transform (see Appendix A for the proofs).

Lemma 3.1. Let $h:[a, b] \rightarrow \mathbb{R}$ be Lipschitz continuous on $[a, b]$. Let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*} \in[a, b]$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)=\alpha h\left(x^{*}\right),
$$

where

$$
\begin{cases}\alpha=1, & \text { if } \left.x^{*} \in\right] a, b[, \\ \alpha \in\left[\frac{1}{2}, 1\right], & \text { if } x^{*} \in\{a, b\} \text { and }\left\{x_{k}\right\} \subset[a, b] .\end{cases}
$$

Lemma 3.2. Let $h:[a, b] \rightarrow \mathbb{R}$ be $C^{1,1}$ on $[a, b]$. Let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*} \in[a, b]$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. If $\left.x^{*} \in\right] a, b[$, then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime}\left(x_{k}\right)=h^{\prime}\left(x^{*}\right)
$$

Otherwise, if $x^{*} \in\{a, b\}$ and $\left\{x_{k}\right\} \subset[a, b]$, then
$\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime}\left(x_{k}\right)= \begin{cases}\alpha h^{\prime}(a)+\beta h(a), & \beta=\lim _{k \rightarrow \infty} C_{\sigma_{k}} \exp \left(-\frac{\left(a-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right), \\ \text { if } x^{*}=a, \\ \alpha h^{\prime}(b)+\beta h(b), & \beta=-\lim _{k \rightarrow \infty} C_{\sigma_{k}} \exp \left(-\frac{\left(b-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right), \\ \text { if } x^{*}=b,\end{cases}$
where $\alpha \in\left[\frac{1}{2}, 1\right]$.
We will utilize the following result to prove that by tracing the stationary points of the transformed functions $\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)$ as $k \rightarrow \infty$, we obtain a sequence converging to a first-order KKT point of problem (P). For this result, we define the set of active coordinate indices at the limiting point $\boldsymbol{x}^{*}$ as

$$
\begin{equation*}
J_{\boldsymbol{x}^{*}}=\left\{j \in\{1, \ldots, n\} \mid x_{j}^{*}=a_{j}\right\} \cup\left\{j \in\{1, \ldots, n\} \mid x_{j}^{*}=b_{j}\right\} . \tag{7}
\end{equation*}
$$

Lemma 3.3. Assume 3.1-3.4. If the sequence $\left\{\boldsymbol{x}_{k}\right\}$ converges to a limiting point $\boldsymbol{x}^{*} \in H$ such that $\boldsymbol{x}_{k} \in H$ for all $k=1,2, \ldots$, then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\partial}{\partial x_{l}}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)=\frac{\partial f}{\partial x_{l}}\left(\boldsymbol{x}^{*}\right) \prod_{j=1}^{n} \alpha_{j}+\beta_{l} f\left(\boldsymbol{x}^{*}\right) \prod_{\substack{j=1 \\ j \neq l}}^{n} \alpha_{j} \tag{8}
\end{equation*}
$$

for all $l=1, \ldots, n$, where

$$
\begin{align*}
\alpha_{j}=1 \quad \text { and } \quad \beta_{j}=0, \quad \text { if } j \notin J_{x^{*}}  \tag{9}\\
\alpha_{j} \in\left[\frac{1}{2}, 1\right] \quad \text { and } \quad \beta_{j} \geq 0, \quad \text { if } j \in J_{x^{*}} \text { and } x_{j}^{*}=a_{j}  \tag{10}\\
\alpha_{j} \in\left[\frac{1}{2}, 1\right] \quad \text { and } \quad \beta_{j} \leq 0, \quad \text { if } j \in J_{x^{*}} \text { and } x_{j}^{*}=b_{j} . \tag{11}
\end{align*}
$$

In particular, if $\boldsymbol{x}^{*} \in \operatorname{int} H$, then $\lim _{k \rightarrow \infty} \nabla\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)=\nabla f\left(\boldsymbol{x}^{*}\right)$.
Proof. Let $l \in\{1, \ldots, n\}$. By virtue of Lemma 3.1, we have

$$
\lim _{k \rightarrow \infty}\left\langle f_{i, j}\right\rangle_{\sigma_{k},\left[a_{j}, b_{j}\right]}\left(x_{k, j}\right)=\alpha_{j} f_{i, j}\left(x_{j}^{*}\right)
$$

for all $i=1, \ldots, m$ and $j \neq l$, where $\alpha_{j}=1$ for all $j \notin J_{x^{*}}$ and $\alpha_{j} \in\left[\frac{1}{2}, 1\right]$ for all $j \in J_{\boldsymbol{x}^{*}}$. On the other hand, it follows from Lemma 3.2 that

$$
\lim _{k \rightarrow \infty}\left\langle f_{i, l}\right\rangle_{\sigma_{k},\left[a_{l}, b_{l}\right]}^{\prime}\left(x_{k, l}\right)=\alpha_{l} f_{i, l}^{\prime}\left(x_{l}^{*}\right)+\beta_{l} f_{i, l}\left(x_{l}^{*}\right)
$$

for all $i=1, \ldots, m$, where the constants $\alpha_{l}$ and $\beta_{l}$ are defined by conditions
(9)-(11). With these properties, we obtain

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \frac{\partial}{\partial x_{l}}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right) & =\lim _{k \rightarrow \infty} \sum_{i=1}^{m}\left\langle f_{i, l}\right\rangle_{\sigma_{k},\left[a_{l}, b_{l}\right]}^{\prime}\left(x_{k, l}\right) \prod_{\substack{j=1 \\
j \neq l}}^{n}\left\langle f_{i, j}\right\rangle_{\sigma_{k},\left[a_{j}, b_{j}\right]}\left(x_{k, j}\right) \\
& =\sum_{i=1}^{m}\left[\alpha_{l} f_{i, l}^{\prime}\left(x_{l}^{*}\right)+\beta_{l} f_{i, l}\left(x_{l}^{*}\right)\right] \prod_{\substack{j=1 \\
j \neq l}}^{n} \alpha_{j} f_{i, j}\left(x_{j}^{*}\right) \\
& =\left[\sum_{i=1}^{m} f_{i, l}^{\prime}\left(x_{l}^{*}\right) \prod_{\substack{j=1 \\
j \neq l}}^{n} f_{i, j}\left(x_{j}^{*}\right)\right] \prod_{j=1}^{n} \alpha_{j}+\beta_{l}\left[\sum_{i=1}^{m} \prod_{j=1}^{n} f_{i, j}\left(x_{j}^{*}\right)\right] \prod_{\substack{j=1 \\
j \neq l}}^{n} \alpha_{j} \\
& =\frac{\partial f}{\partial x_{l}}\left(\boldsymbol{x}^{*}\right) \prod_{j=1}^{n} \alpha_{j}+\beta_{l} f\left(\boldsymbol{x}^{*}\right) \prod_{\substack{j=1 \\
j \neq l}}^{n} \alpha_{j},
\end{aligned}
$$

where the constants $\alpha_{j}, j=1, \ldots, n$, and $\beta_{l}$ are defined by equations (9)-(11).

With Lemma 3.3, we are now ready to prove that under Assumptions 3.1-3.4, a limiting point $\boldsymbol{x}^{*}$ of a convergent sequence $\left\{\boldsymbol{x}_{k}\right\}$ with $f\left(\boldsymbol{x}^{*}\right)<0$ is a firstorder KKT point of problem (P). We recall that the first-order necessary KKT conditions of problem (P) with Lagrange coefficients $\mu_{i}$ are

$$
\begin{array}{r}
\nabla f\left(\boldsymbol{x}^{*}\right)+\sum_{i=1}^{2 n} \mu_{i} \nabla g_{i}\left(\boldsymbol{x}^{*}\right)=\mathbf{0}, \\
\mu_{i} \geq 0, \quad i=1, \ldots, 2 n \\
\mu_{i} g_{i}\left(\boldsymbol{x}^{*}\right)=0, \quad i=1, \ldots, 2 n \tag{14}
\end{array}
$$

where the constraint functions $g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and their gradients are defined as

$$
\begin{align*}
g_{i}(\boldsymbol{x}) & = \begin{cases}a_{i}-x_{i}, & i=1, \ldots, n \\
x_{i-n}-b_{i-n}, & i=n+1, \ldots, 2 n,\end{cases}  \tag{15}\\
\nabla g_{i}(\boldsymbol{x}) & = \begin{cases}-\hat{\boldsymbol{e}}_{i}, & i=1, \ldots, n \\
\hat{\boldsymbol{e}}_{i-n}, & i=n+1, \ldots, 2 n\end{cases} \tag{16}
\end{align*}
$$

and $\hat{\boldsymbol{e}}_{i}$ denotes a unit vector along the $i$ th coordinate axis.
Remark 3.1. If problem $(\mathrm{P})$ is replaced with a maximization problem, condition (12) is replaced with

$$
\begin{equation*}
\nabla f\left(\boldsymbol{x}^{*}\right)-\sum_{i=1}^{2 n} \mu_{i} \nabla g_{i}\left(\boldsymbol{x}^{*}\right)=\mathbf{0} \tag{17}
\end{equation*}
$$

Theorem 3.1. Assume 3.1-3.4. If $\boldsymbol{x}_{k} \in H$ for all $k=1,2, \ldots$ and the sequence $\left\{\boldsymbol{x}_{k}\right\}$ converges to a point $\boldsymbol{x}^{*} \in H$ and if $f\left(\boldsymbol{x}^{*}\right)<0$, then $\boldsymbol{x}^{*}$ is a KKT point of problem $(\mathrm{P})$ satisfying conditions (12)-(14). If $f\left(\boldsymbol{x}^{*}\right)>0$, then $\boldsymbol{x}^{*}$ is a KKT point of the corresponding maximization problem.
Proof. With the above expressions for $\nabla g_{i}$, conditions (12) are equivalently written as

$$
\begin{equation*}
\frac{\partial f}{\partial x_{i}}\left(\boldsymbol{x}^{*}\right)-\mu_{i}+\mu_{i+n}=0, \quad i=1, \ldots, n \tag{18}
\end{equation*}
$$

By Lemma 3.3 and the assumption that $\nabla\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)=\mathbf{0}$ for all $k=1,2, \ldots$, we obtain from equation (8) that ${ }^{5}$

$$
\frac{\partial f}{\partial x_{l}}\left(\boldsymbol{x}^{*}\right)+\frac{\beta_{l}}{\alpha_{l}} f\left(\boldsymbol{x}^{*}\right)=0, \quad l=1, \ldots, n
$$

where the constants $\alpha_{l}$ and $\beta_{l}$ are defined by equations (9)-(11). By equation (18), this is equivalent to condition (12) for the components of the gradient $\nabla f\left(\boldsymbol{x}^{*}\right)$ by choosing

$$
\mu_{i}= \begin{cases}-\frac{\beta_{i}}{\alpha_{i}} f\left(\boldsymbol{x}^{*}\right), & \text { if } i=l \text { and } x_{l}^{*}=a_{l}  \tag{19}\\ \frac{\beta_{i-n}}{\alpha_{i-n}} f\left(\boldsymbol{x}^{*}\right), & \text { if } i=l+n \text { and } x_{l}^{*}=b_{l} \\ 0, & \text { otherwise. }\end{cases}
$$

Since $f\left(\boldsymbol{x}^{*}\right)<0$, we have $\mu_{i} \geq 0$ for all $i=1, \ldots, 2 n$ by equations (9)-(11). Similary, if $f\left(\boldsymbol{x}^{*}\right)>0$, condition (17) holds with $\mu_{i} \geq 0$ for all $i=1, \ldots, 2 n$ by inverting the signs of the multipliers $\mu_{i}$. On the other hand, by equation (15) we have

$$
g_{i}\left(\boldsymbol{x}^{*}\right)= \begin{cases}0, & \text { if } i \in\{1, \ldots, n\} \text { and } x_{i}^{*}=a_{i} \\ a_{i}-b_{i}<0, & \text { if } i \in\{1, \ldots, n\} \text { and } x_{i}^{*}=b_{i} \\ a_{i-n}-b_{i-n}<0, & \text { if } i \in\{n+1, \ldots, 2 n\} \text { and } x_{i-n}^{*}=a_{i-n} \\ 0, & \text { if } i \in\{n+1, \ldots, 2 n\} \text { and } x_{i-n}^{*}=b_{i-n}\end{cases}
$$

In view of equation (19), this implies that $\mu_{i} g_{i}\left(\boldsymbol{x}^{*}\right)=0$ for all $i=1, \ldots, 2 n$.

### 3.2 Convergence to a second-order KKT Point

Finally, we give conditions for a limiting point of a sequence $\left\{\boldsymbol{x}_{k}\right\}$ satisfying Assumption 3.4 to be a KKT point of problem (P) satisfying the second order sufficient conditions. As in Subsection 3.1, we assume that the integration domain of the Gaussian transform is the set $H$ (Assumption 3.1) and $f$ is decomposable (Assumption 3.2). We will restrict our analysis to the set of strongly active constraints at the limiting point $\boldsymbol{x}^{*}$ defined as

$$
I_{\boldsymbol{x}^{*}}^{+}=\left\{i \in I_{\boldsymbol{x}^{*}} \mid \mu_{i}>0\right\}
$$

[^3]where $\mu_{i}$ is the corresponding Lagrange multiplier and $I_{x^{*}}$ denotes the set of active constraints at $\boldsymbol{x}^{*}$ defined as
$$
I_{\boldsymbol{x}^{*}}=\left\{i \in\{1, \ldots, 2 n\} \mid g_{i}\left(\boldsymbol{x}^{*}\right)=0\right\} .
$$

The main result of this subsection is based on the following additional assumptions on the objective function and the sequence $\left\{\boldsymbol{x}_{k}\right\}$.
Assumption 3.6. The component functions $f_{i, j}$ of the objective function $f: H \rightarrow$ $\mathbb{R}$ are $C^{2,2}$ on the intervals $\left[a_{j}, b_{j}\right]$.
Assumption 3.7. The sequence $\left\{\boldsymbol{x}_{k}\right\}$ defined in Assumption 3.4 satisfies the condition that $\nabla^{2}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)$ is positive definite for all $k=1,2, \ldots$.
A sequence $\left\{\boldsymbol{x}_{k}\right\}$ satisfying Assumptions 3.4 and 3.7 can be generated, for instance, by a trust region Newton or quasi-Newton method (see e.g. [14, 17, 23]) by successively minimizing the transformed functions $\langle f\rangle_{\sigma_{k}, H}$ along the sequence $\left\{\sigma_{k}\right\}$.

Now, we prove that under the above assumptions if the sequence $\left\{\boldsymbol{x}_{k}\right\}$ converges from the interior of $H$ to a limiting point $\boldsymbol{x}^{*} \in H$ with inactive and strongly active constraints, then $x^{*}$ satisfies the second order sufficient conditions of problem ( P ). Consequently, $\boldsymbol{x}^{*}$ is a strict local minimizer of the objective function $f$ in the feasible domain $H$. The analysis is carried out via a technical lemma concerning the second derivative of the univariate Gaussian transform (see Appendix A for the proof).
Lemma 3.4. Let $h:[a, b] \rightarrow \mathbb{R}$ be $C^{2,2}$ on $[a, b]$, let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $\left.x_{k} \rightarrow x^{*} \in\right] a, b\left[\right.$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime \prime}\left(x_{k}\right)=h^{\prime \prime}\left(x^{*}\right)
$$

Theorem 3.2. Assume 3.1-3.5 and 3.6-3.7 and define the set

$$
D=\left\{\boldsymbol{d} \in \mathbb{R}^{n} \mid \nabla g_{i}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{d}=0 \quad \forall i \in I_{\boldsymbol{x}^{*}}^{+}\right\} .
$$

If $\boldsymbol{x}_{k} \in H$ for all $k=1,2, \ldots$, the sequence $\left\{\boldsymbol{x}_{k}\right\}$ converges to a limiting point $\boldsymbol{x}^{*} \in H$ as $k \rightarrow \infty$ and for all $i=1, \ldots, 2 n$, either $i \in I_{\boldsymbol{x}^{*}}^{+}$or $i \notin I_{\boldsymbol{x}^{*}}$, then $\boldsymbol{x}^{*}$ satisfies the condition $\boldsymbol{d}^{T} \nabla^{2} f\left(\boldsymbol{x}^{*}\right) \boldsymbol{d}>0$ for all $\boldsymbol{d} \in D$.
Proof. Let $J=\{1, \ldots, n\}, \boldsymbol{d} \in D$ and let the set $J_{\boldsymbol{x}^{*}}$ be defined by equation (7). By the definition of the set $J_{\boldsymbol{x}^{*}}$, we have $\left.x_{j}^{*} \in\right] a_{j}, b_{j}$ [for all $j \in J \backslash J_{\boldsymbol{x}^{*}}$. Thus, by Lemmata 3.1 and 3.4 , for all $l_{1}, l_{2} \in J \backslash J_{\boldsymbol{x}^{*}}$ such that $l_{1}=l_{2}$, we have

$$
\begin{align*}
& \lim _{k \rightarrow \infty}\left[\nabla^{2}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)\right]_{l_{1}, l_{2}} \\
= & \lim _{k \rightarrow \infty} \sum_{i=1}^{m}\left\langle f_{i, l_{1}}\right\rangle_{\sigma_{k}, H_{l_{1}}}^{\prime \prime}\left(x_{\left.k, l_{1}\right)} \prod_{\substack{j=1 \\
j \neq l_{1}}}^{n}\left\langle f_{i, j}\right\rangle_{\sigma_{k}, H_{j}}\left(x_{k, j}\right)\right. \\
= & \sum_{i=1}^{m} f_{i, l_{1}}^{\prime \prime}\left(x_{l_{1}}^{*}\right) \prod_{\substack{j=1 \\
j \neq l_{1}}}^{n} \alpha_{j} f_{i, j}\left(x_{j}^{*}\right)=\left[\nabla^{2} f\left(\boldsymbol{x}_{k}^{*}\right)\right]_{l_{1}, l_{2}} \prod_{j=1}^{n} \alpha_{j}, \tag{20}
\end{align*}
$$

where $H_{j}=\left[a_{j}, b_{j}\right]$ and $\alpha_{j} \in\left[\frac{1}{2}, 1\right], j=1, \ldots, n$. Similarly, by Lemmata 3.1 and 3.2 for all $l_{1}, l_{2} \in J \backslash J_{x^{*}}$ such that $l_{1} \neq l_{2}$, we have

$$
\begin{align*}
& \lim _{k \rightarrow \infty}\left[\nabla^{2}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)\right]_{l_{1}, l_{2}} \\
= & \lim _{k \rightarrow \infty} \sum_{i=1}^{n}\left\langle f_{i, l_{1}}\right\rangle_{\sigma_{k}, H_{l_{1}}}^{\prime}\left(x_{k, l_{1}}\right)\left\langle f_{i, l_{2}}\right\rangle_{\sigma_{k}, H_{l_{2}}}^{\prime}\left(x_{k, l_{2}}\right) \prod_{\substack{j=1 \\
j \neq l_{1} \\
j \neq l_{2}}}^{n}\left\langle f_{i, j}\right\rangle_{\sigma_{k}, H_{j}}\left(x_{k, j}\right) \\
= & \sum_{i=1}^{n} f_{i, l_{1}}^{\prime}\left(x_{l_{1}}^{*}\right) f_{i, l_{2}}^{\prime}\left(x_{l_{2}}^{*}\right) \prod_{\substack{j=1 \\
j \neq l_{1} \\
j \neq l_{2}}}^{n} \alpha_{j} f_{i, j}\left(x_{j}^{*}\right)=\left[\nabla^{2} f\left(\boldsymbol{x}_{k}^{*}\right)\right]_{l_{1}, l_{2}} \prod_{j=1}^{n} \alpha_{j}, \tag{21}
\end{align*}
$$

where $\alpha_{j} \in\left[\frac{1}{2}, 1\right], j=1, \ldots, n$. Furthermore, the definition of the set $D$ and equation (16) imply that the vector $\boldsymbol{d}$ satisfies

$$
\begin{array}{ll}
-\hat{\boldsymbol{e}}_{i}^{T} \boldsymbol{d}=0, & \text { if } i \in I_{\boldsymbol{x}^{*}}^{+} \cap\{1, \ldots, n\} \\
\hat{\boldsymbol{e}}_{i-n}^{T} \boldsymbol{d}=0, & \text { if } i \in I_{\boldsymbol{x}^{*}}^{+} \cap\{n+1, \ldots, 2 n\} . \tag{22}
\end{array}
$$

By the definitions of the sets $I_{x^{*}}$ and $J_{x^{*}}$, we observe that the condition $j \in J_{x^{*}}$ is equivalent to the condition $j \in I_{x^{*}}$ or $j+n \in I_{x^{*}}$. The assumption that for all $i=1, \ldots, 2 n$, either $i \in I_{x^{*}}^{+}$or $i \notin I_{x^{*}}$ implies that if $j \in J_{x^{*}}$, then $j \in I_{x^{*}}^{+}$or $j+n \in I_{x^{*}}^{+}$. In either case, from conditions (22) we deduce that $d_{j}=0$ if $j \in J_{x^{*}}$. Thus, by equations (20) and (21) we obtain

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \boldsymbol{d}^{T} \nabla^{2}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right) \boldsymbol{d} & =\lim _{k \rightarrow \infty} \sum_{l_{1} \in J \backslash J_{\boldsymbol{x}^{*}}} d_{l_{1}} \sum_{l_{2} \in J \backslash J_{\boldsymbol{x}^{*}}}\left[\nabla^{2}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)\right]_{l_{1}, l_{2}} d_{l_{2}} \\
& =\sum_{l_{1} \in J \backslash J_{x^{*}}} d_{l_{1}} \sum_{l_{2} \in J \backslash J_{x^{*}}}\left[\nabla^{2} f\left(\boldsymbol{x}^{*}\right)\right]_{l_{1}, l_{2}} d_{l_{2}} \prod_{j=1}^{n} \alpha_{j} \\
& =\boldsymbol{d}^{T} \nabla^{2} f\left(\boldsymbol{x}^{*}\right) \boldsymbol{d} \prod_{j=1}^{n} \alpha_{j}>0,
\end{aligned}
$$

where the last inequality follows from the assumption that $\nabla^{2}\langle f\rangle_{\sigma_{k}, H}\left(\boldsymbol{x}_{k}\right)$ is positive definite for all $k=1,2, \ldots$ and the condition that $\alpha_{j} \in\left[\frac{1}{2}, 1\right]$ for all $j=1, \ldots, n$.

By the second-order sufficient optimality conditions (see e.g. [3], p. 213-214), we conclude the following.

Corollary 3.1. Let the assumptions of Theorems 3.1 and 3.2 hold with $f\left(\boldsymbol{x}^{*}\right)<$ 0 . If the sequence $\left\{\boldsymbol{x}_{k}\right\}$ converges to a point $\boldsymbol{x}^{*} \in H$ with strongly active and inactive constraints, then $x^{*}$ is a strict local minimizer of $f$ in $H$.

Remark 3.2. If positive definiteness in Assumption 3.7 is replaced with negative definiteness, then the result of Theorem 3.2 holds with $\boldsymbol{d}^{T} \nabla^{2} f\left(\boldsymbol{x}^{*}\right) \boldsymbol{d}<0$ for all $\boldsymbol{d} \in D$. Furthermore, if the assumptions of Theorem 3.1 hold with $f\left(\boldsymbol{x}^{*}\right)>0$, then $x^{*}$ is a strict local maximizer of $f$ in $H$.

Theorem 3.2 could be in principle extended to cover the set of weakly active constraints defined as

$$
I_{x^{*}}^{0}=\left\{i \in I_{x^{*}} \mid \mu_{i}=0\right\}
$$

and extending the set $D$ by the set

$$
D^{0}=\left\{\boldsymbol{d} \in \mathbb{R}^{n} \mid \nabla g_{i}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{d} \leq 0, i \in I_{\boldsymbol{x}^{*}}^{0}\right\}
$$

as required by the second-order sufficient conditions for a KKT point (see [3], p. 213-214). However, due to the inherent difficulty arising from the analysis of second derivatives of the functions $\left\langle f_{i, j}\right\rangle_{\sigma_{k},\left[a_{j}, b_{j}\right]}$ as the iterates $\boldsymbol{x}_{k}$ converge to the boundary of the feasible domain $H$, we are not considering this special case. In the proof of Theorem 3.2, this problem is avoided since the terms depending on the problematic second derivatives $\left\langle f_{i, j}\right\rangle_{\sigma_{k},\left[a_{j}, b_{j}\right]}^{\prime}\left(\boldsymbol{x}_{k}\right)$ with active coordinate indices $j$ vanish.

## 4 Conclusions and Future Research

The theoretical basis of a provably convergent integral transformation method for box-constrained optimization of decomposable functions was developed in this paper. The results represent a novel approach to constrained optimization via integral transformations, which has so far received very little attention. These results also have practical relevance since, for instance, many distance geometry and embedding problems can be formulated as this kind of optimization problem. Our approach utilizes the Gaussian transform in order to gradually deform the objective function into a function with a smaller number of undesired local minima. Tracing minimizers of the transformed functions as the parameter of this transformation approaches zero gives rise to a sequence that converges to a solution of the original problem. Specifically, conditions for convergence of such a sequence to a KKT point satisfying the first- and second-order optimality conditions of a box-constrained problem involving a decomposable function were derived. In addition, it was shown that the Gaussian transform over a bounded domain induces a barrier that forces the iterates to converge to the KKT point from the interior of the feasible domain. Thus, the proposed method can be considered as a special type of an interior-point barrier method.

The emphasis of this paper has been on proving convergence of the proposed method to a local minimum. Several open questions such as the choice of starting point will be addressed in a forthcoming paper. Convexity of the transformed
function with a sufficiently large transformation parameter $\sigma$, which has been informally pointed out in some earlier papers (see e.g. [13] and [15]), is a fundamental property that needs further examination. In the presence of this condition, the starting point for the method can be uniquely determined. Another important point beyond the scope of this paper is that the continuation approach described in Section 2 can be formulated as a differential equation as in [26]. A detailed study of the behaviour of solutions to this differential equation would indeed provide a better theoretical understanding of the method. Finally, determining conditions that guarantee convergence of the proposed method to a global minimum is a difficult open problem. We are not aware of such convergence results for any integral transformation method described in the literature. Numerical evidence, however, supports the claim that this kind of unconstrained methods often converge to a global minimum (or maximum) instead of a local one (see e.g. [1], [12], [15], [20] or [21]).

We are aware that the results of this paper can be generalized in several different ways. These results are restricted to decomposable functions in rectangular domains, but probably they can be generalized to linearly constrained problems with relaxed assumptions on the objective function. Also, the analysis of this paper does not necessarily require differentiability or even continuity of the objective function. ${ }^{6}$ Thus, we are looking forward to generalize of the proposed method to nondifferentiable or discontinuous problems. The results by Ermoliev et al. [8] for integral transformation methods with locally supported kernels provide some understanding on this topic. ${ }^{7}$ However, the analysis of [8] does not directly apply to our case, where the integration is done over the whole feasible domain. Thus, an interesting topic of future research would be attempting to bridge the gap between the global methods such as the methods of this paper, [15] and [26] and the local method of [8] that is also applicable to nondifferentiable and discontinuous problems.
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## A Technical lemmata

In this appendix, we derive convergence results for the Gaussian transform of a univariate function along a convergent sequence $\left\{x_{k}\right\}$ with a sequence of transformation parameters $\sigma_{k}$ converging to zero. These results are extensions of the classical results given in the literature (see e.g. [11]) that concern convergence of univariate functions $\langle h\rangle_{\sigma, \Omega}(x)$ with a fixed $x$ as $\sigma$ converges to zero. Since the extension of those results to our case where $x$ is replaced with a sequence requires a more detailed analysis, we present the proofs here.

Lemma A.1. Let $[a, b] \subset \mathbb{R}$ and $h: \mathbb{R} \rightarrow \mathbb{R}$. Assume that there exists $M>0$ such that $|h(x)| \leq M$ for all $x \in \mathbb{R}$. Let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $\left.x_{k} \rightarrow x^{*} \in\right] a, b[$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then there exists $k_{0} \in \mathbb{N}$ such that

$$
\left|\int_{\mathbb{R} \backslash[a, b]} h(y) \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y\right|<b-a
$$

for all $k \geq k_{0}$.
Proof. Due to the assumption that there exists $M>0$ such that $|h(x)| \leq M$ for all $x \in \mathbb{R}$, we have

$$
\begin{align*}
\left.\int_{\mathbb{R} \backslash[a, b]} h(y) \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \right\rvert\, & \leq \int_{\mathbb{R} \backslash[a, b]}|h(y)| \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \\
& \leq M \int_{\mathbb{R} \backslash[a, b]} \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \tag{23}
\end{align*}
$$

for all $k=1,2, \ldots$ The variable substitution $u=\frac{y-x_{k}}{\sigma_{k}}$ applied to the right hand side of the above inequality yields

$$
\begin{align*}
M \int_{\mathbb{R} \backslash[a, b]} \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y & =M\left[\int_{b}^{\infty} \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y+\int_{-\infty}^{a} \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y\right] \\
& =M\left[\int_{\frac{b-x_{k}}{\sigma_{k}}}^{\infty} \frac{\exp \left(-u^{2}\right)}{\sqrt{\pi}} d u+\int_{-\infty}^{\frac{a-x_{k}}{\sigma_{k}}} \frac{\exp \left(-u^{2}\right)}{\sqrt{\pi}} d u\right] \\
& =M\left[\int_{\frac{b-x_{k}}{\sigma_{k}}}^{\infty} \frac{\exp \left(-u^{2}\right)}{\sqrt{\pi}} d u+\int_{\frac{x_{k}-a}{\sigma_{k}}}^{\infty} \frac{\exp \left(-u^{2}\right)}{\sqrt{\pi}} d u\right] \\
& =\frac{M}{2}\left[2-\operatorname{erf}\left(\frac{b-x_{k}}{\sigma_{k}}\right)-\operatorname{erf}\left(\frac{x_{k}-a}{\sigma_{k}}\right)\right] \tag{24}
\end{align*}
$$

for all $k=1,2, \ldots$, where erf is the error function defined as

$$
\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-t^{2}\right) d t
$$

with the property that

$$
1-\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp \left(-t^{2}\right) d t
$$

Let

$$
\varepsilon^{*}=\min \left\{\left|x^{*}-a\right|,\left|x^{*}-b\right|\right\} .
$$

By the assumption that $\left.x_{k} \rightarrow x^{*} \in\right] a, b[$, for all $\varepsilon \in] 0, \varepsilon^{*}\left[\right.$ there exists $k_{0} \in \mathbb{N}$ such that $x_{k}>a+\varepsilon$ and $x_{k}<b-\varepsilon$ for all $k \geq k_{0}$. Thus, for all $\left.\varepsilon \in\right] 0, \varepsilon^{*}\left[\right.$ there exists $k_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\frac{M}{2}\left[2-\operatorname{erf}\left(\frac{b-x_{k}}{\sigma_{k}}\right)-\operatorname{erf}\left(\frac{x_{k}-a}{\sigma_{k}}\right)\right]<\frac{M}{2}\left[2-\operatorname{erf}\left(\frac{\varepsilon}{\sigma_{k}}\right)-\operatorname{erf}\left(\frac{\varepsilon}{\sigma_{k}}\right)\right] \tag{25}
\end{equation*}
$$

for all $k \geq k_{0}$. Since $\sigma_{k} \rightarrow 0$ and consequently, $\lim _{k \rightarrow \infty} \operatorname{erf}\left(\frac{\varepsilon}{\sigma_{k}}\right)=1$ for all $\varepsilon>0$, the right hand side of the above inequality satisfies the condition that for all $\varepsilon \in] 0, b-a[$ there exists $k_{1} \in \mathbb{N}$ such that

$$
\frac{M}{2}\left[2-\operatorname{erf}\left(\frac{\varepsilon}{\sigma_{k}}\right)-\operatorname{erf}\left(\frac{\varepsilon}{\sigma_{k}}\right)\right]<\varepsilon<b-a
$$

for all $k \geq k_{1}$. Choosing $\left.\varepsilon \in\right] 0, \varepsilon^{*}[$ and combining this property with (23)-(25) then concludes the proof.

Lemma A.2. Let $[a, b] \subset \mathbb{R}$ and $h:[a, b] \rightarrow \mathbb{R}$ and assume that $h$ is Lipschitz continuous on $[a, b]$. Let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*} \in[a, b]$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Define

$$
g_{k}(y)=\left[h(y)-h\left(x^{*}\right)\right] \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}}, \quad k=1,2, \ldots
$$

Then for some $C>0$, for all intervals $[c, d] \subseteq[a, b]$ satisfying the condition

$$
\begin{equation*}
\text { there exists } k_{0} \in \mathbb{N} \text { such that } x_{k} \in[c, d] \text { for all } k \geq k_{0} \tag{26}
\end{equation*}
$$

there exists $k_{1} \in \mathbb{N}$ such that

$$
\left|\int_{c}^{d} g_{k}(y) d y\right|<C(d-c)
$$

for all $k \geq k_{1}$.

Proof. Let $[c, d] \subseteq[a, b]$ satisfy condition (26). First, we note that the inequality

$$
\begin{equation*}
\left|\int_{c}^{d} g_{k}(y) d y\right| \leq \int_{c}^{d}\left|h(y)-h\left(x^{*}\right)\right| \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \tag{27}
\end{equation*}
$$

holds for all $k=1,2, \ldots$ By the triangular inequality, the Lipschitz continuity of $h$ on $[a, b]$ and condition (26), we have $x^{*} \in[c, d]$, and thus

$$
\begin{align*}
& \int_{c}^{d}\left|h(y)-h\left(x^{*}\right)\right| \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \\
\leq & \int_{c}^{d} L\left(\left|y-x_{k}\right|+\left|x_{k}-x^{*}\right|\right) \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \tag{28}
\end{align*}
$$

for all $k \geq k_{0}$, where $L>0$ denotes the Lipschitz constant of $h$ on the interval $[a, b]$. On the other hand, due to the assumption that $x_{k} \rightarrow x^{*}$, for all $\varepsilon>0$ there exists $k_{1} \in \mathbb{N}$ such that $\left|x_{k}-x^{*}\right|<\varepsilon$ for all $k \geq k_{1}$. In view of condition (26), this implies that for all $\varepsilon>0$ there exists $k_{1} \in \mathbb{N}$ such that

$$
L\left(\left|y-x_{k}\right|+\left|x_{k}-x^{*}\right|\right)<L(d-c+\varepsilon)
$$

for all $y \in[c, d]$ and $k \geq \max \left\{k_{0}, k_{1}\right\}$. Consequently, for all $\varepsilon>0$ there exists $k_{1} \in \mathbb{N}$ such that

$$
\begin{align*}
& \int_{c}^{d} L\left(\left|y-x_{k}\right|+\left|x_{k}-x^{*}\right|\right) \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \\
< & L(d-c+\varepsilon) \int_{c}^{d} \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \tag{29}
\end{align*}
$$

for all $k \geq \max \left\{k_{0}, k_{1}\right\}$. On the other hand, the variable substitution $u=\frac{y-x_{k}}{\sigma_{k}}$ yields

$$
0 \leq \int_{c}^{d} \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y=\int_{\frac{c-x_{k}}{\sigma_{k}}}^{\frac{d-x_{k}}{\sigma_{k}}} \frac{\exp \left(-u^{2}\right)}{\sqrt{\pi}} d u \leq \int_{-\infty}^{\infty} \frac{\exp \left(-u^{2}\right)}{\sqrt{\pi}} d u=1
$$

for all $k=1,2, \ldots$ In view of inequalities (27)-(29), this implies that for all $\varepsilon \in] 0, d-c[$ there exists $k_{1} \in \mathbb{N}$ such that

$$
\left|\int_{c}^{d} g_{k}(y) d y\right|<L(d-c+\varepsilon)<C(d-c)
$$

for all $k \geq \max \left\{k_{0}, k_{1}\right\}$ by choosing $C=2 L$, which is independent of the choice of $c$ and $d$.

Lemma A.3. Let $h:[a, b] \rightarrow \mathbb{R}$ be Lipschitz continuous on $[a, b]$. Let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $\left.x_{k} \rightarrow x^{*} \in\right] a, b\left[\right.$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)=h\left(x^{*}\right)
$$

Proof. Let $\chi_{[a, b]}$ denote the characteristic function of the interval $[a, b]$. Since the Gaussian transform $\langle h\rangle_{\sigma_{k},[a, b]}$ is equivalent to the Gaussian transform of the function $h(\cdot) \chi_{[a, b]}(\cdot)$ over $\mathbb{R}$ and constant functions are invariant under the Gaussian transform over $\mathbb{R}$, we have

$$
\begin{equation*}
\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)-h\left(x^{*}\right)=\int_{\mathbb{R} \backslash\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]} g_{k}(y) d y+\int_{x^{*}-\varepsilon}^{x^{*}+\varepsilon} g_{k}(y) d y \tag{30}
\end{equation*}
$$

with some $\varepsilon>0$ and

$$
g_{k}(y)=\left[h(y) \chi_{[a, b]}(y)-h\left(x^{*}\right)\right] \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}}, \quad k=1,2, \ldots
$$

By the triangular inequality, we have

$$
\begin{align*}
& \left|\int_{\mathbb{R} \backslash\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]} g_{k}(y) d y+\int_{x^{*}-\varepsilon}^{x^{*}+\varepsilon} g_{k}(y) d y\right| \\
\leq & \int_{\mathbb{R} \backslash\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]} g_{k}(y) d y\left|+\left|\int_{x^{*}-\varepsilon}^{x^{*}+\varepsilon} g_{k}(y) d y\right| .\right. \tag{31}
\end{align*}
$$

The function $h(\cdot) \chi_{[a, b]}(\cdot)$ is bounded on $\mathbb{R}$ due to the Lipschitz continuity of $h$ on $[a, b]$. Also, by noting that $\left.x_{k} \rightarrow x^{*} \in\right] x^{*}-\varepsilon, x^{*}+\varepsilon[$, Lemma A. 1 implies that for all $\varepsilon>0$ there exists $k_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left|\int_{\mathbb{R} \backslash\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]} g_{k}(y) d y\right|<2 \varepsilon \tag{32}
\end{equation*}
$$

for all $k \geq k_{0}$. On the other hand, the assumption that $x_{k} \rightarrow x^{*}$ implies that for all $\varepsilon>0$ there exists $k_{1} \in \mathbb{N}$ such that $\left.x_{k} \in\right] x^{*}-\varepsilon, x^{*}+\varepsilon\left[\right.$ for all $k \geq k_{1}$. Thus, by the Lipschitz continuity of $h$ on the interval $[a, b]$ and the assumption that $\left.x^{*} \in\right] a, b[$, Lemma A. 2 implies that for some $C>0$, for all $\varepsilon \in] 0, \varepsilon^{*}[$, where

$$
\varepsilon^{*}=\min \left\{\left|x^{*}-a\right|,\left|x^{*}-b\right|\right\}
$$

there exists $k_{2} \geq k_{1}$ such that

$$
\left|\int_{x^{*}-\varepsilon}^{x^{*}+\varepsilon} g_{k}(y) d y\right|<2 C \varepsilon
$$

for all $k \geq k_{2}$. In view of (30)-(32), this concludes the proof.

Lemma A.4. Let $[a, b] \subset \mathbb{R},[c, d] \subset \mathbb{R}$ such that $c<d$, $d=a($ or $c=b)$ and $h:[a, b] \rightarrow$ $\mathbb{R}$. Let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*}$, where $x^{*}=a\left(\right.$ or $\left.x^{*}=b\right)$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$ and assume that $x_{k} \geq a\left(\right.$ or $\left.x_{k} \leq b\right)$ for all $k=1,2, \ldots$ Define

$$
g_{k}(y)=\left[h(y) \chi_{[a, b]}(y)-h\left(x^{*}\right)\right] \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}}, \quad k=1,2, \ldots
$$

where $\chi_{[a, b]}$ denotes the characteristic function of the interval $[a, b]$. Then there exists $k_{0} \in \mathbb{N}$ such that

$$
\left|\int_{c}^{d} g_{k}(y) d y-\alpha h\left(x^{*}\right)\right|<d-c, \quad \text { where } \alpha=-\frac{1}{2}\left[1-\lim _{k \rightarrow \infty} \operatorname{erf}\left(\frac{\left|x_{k}-x^{*}\right|}{\sigma_{k}}\right)\right]
$$

for all $k \geq k_{0}$.
Proof. Due to symmetry it suffices to consider the case $x^{*}=a$ and $x_{k} \geq a$ for all $k=1,2, \ldots$ and $d=a$. The proof for the other case is identical. First, we note that

$$
g_{k}(y)=-h\left(x^{*}\right) \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}}
$$

for all $y \in\left[c, d\left[\right.\right.$ and $k=1,2, \ldots$ By doing the variable substitution $u=\frac{y-x_{k}}{\sigma_{k}}$, we obtain

$$
\begin{align*}
& \int_{c}^{d} g_{k}(y) d y=-h\left(x^{*}\right) \int_{c}^{d} \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}} d y \\
= & -h\left(x^{*}\right) \int_{\frac{c-x_{k}}{\sigma_{k}}}^{\frac{d-x_{k}}{\sigma_{k}}} \frac{\exp \left(-u^{2}\right)}{\sqrt{\pi}} d u=-\frac{h\left(x^{*}\right)}{2}\left[\operatorname{erf}\left(\frac{d-x_{k}}{\sigma_{k}}\right)-\operatorname{erf}\left(\frac{c-x_{k}}{\sigma_{k}}\right)\right] . \tag{33}
\end{align*}
$$

Furthermore, due to the assumption that $x_{k} \geq a=d>c$ for all $k=1,2, \ldots$, we have

$$
\lim _{k \rightarrow \infty} \operatorname{erf}\left(\frac{c-x_{k}}{\sigma_{k}}\right)=-1
$$

Thus, by the assumption that $x_{k} \rightarrow a=d$ as $k \rightarrow \infty$ and the property that $-\operatorname{erf}(x)=$ $\operatorname{erf}(-x)$ for all $x \in \mathbb{R}$, we obtain

$$
\lim _{k \rightarrow \infty}-\frac{h\left(x^{*}\right)}{2}\left[\operatorname{erf}\left(\frac{d-x_{k}}{\sigma_{k}}\right)-\operatorname{erf}\left(\frac{c-x_{k}}{\sigma_{k}}\right)\right]=\alpha h\left(x^{*}\right)
$$

where

$$
\alpha=-\frac{1}{2}\left[1-\lim _{k \rightarrow \infty} \operatorname{erf}\left(\frac{x_{k}-a}{\sigma_{k}}\right)\right]
$$

Consequently, for all $\varepsilon \in] 0, d-c\left[\right.$, there exists $k_{0} \in \mathbb{N}$ such that

$$
\left|-\frac{h\left(x^{*}\right)}{2}\left[\operatorname{erf}\left(\frac{d-x_{k}}{\sigma_{k}}\right)-\operatorname{erf}\left(\frac{c-x_{k}}{\sigma_{k}}\right)\right]-\alpha h\left(x^{*}\right)\right|<\varepsilon<d-c
$$

for all $k \geq k_{0}$. In view of equation (33), this concludes the proof.

Lemma A.5. Let $h:[a, b] \rightarrow \mathbb{R}$ be Lipschitz continuous on $[a, b]$, let $\left\{x_{k}\right\} \subset[a, b]$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*}$, where $x^{*}=a$ or $x^{*}=b$, and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)=\alpha h\left(x^{*}\right)
$$

where

$$
\begin{equation*}
\alpha=\lim _{k \rightarrow \infty} \frac{1}{2}\left[1+\operatorname{erf}\left(\frac{\left|x_{k}-x^{*}\right|}{\sigma_{k}}\right)\right] \in\left[\frac{1}{2}, 1\right] . \tag{34}
\end{equation*}
$$

Proof. Due to symmetry, it suffices to consider the case $x^{*}=a$. The proof for the case $x^{*}=b$ is identical. Let $\chi_{[a, b]}$ denote the characteristic function of the interval $[a, b]$. Since the Gaussian transform $\langle h\rangle_{\sigma_{k},[a, b]}$ is equivalent to the Gaussian transform of the function $h(\cdot) \chi_{[a, b]}(\cdot)$ over $\mathbb{R}$ and constant functions are invariant under the Gaussian transform over $\mathbb{R}$, we have

$$
\begin{equation*}
\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)-h(a)=\int_{\mathbb{R} \backslash[a-\varepsilon, a+\varepsilon]} g_{k}(y) d y+\int_{a-\varepsilon}^{a} g_{k}(y) d y+\int_{a}^{a+\varepsilon} g_{k}(y) d y \tag{35}
\end{equation*}
$$

with some $\varepsilon>0$ and

$$
g_{k}(y)=\left[h(y) \chi_{[a, b]}(y)-h(a)\right] \frac{\exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)}{\sqrt{\pi} \sigma_{k}}, \quad k=1,2, \ldots
$$

The function $h(\cdot) \chi_{[a, b]}(\cdot)-h(a)$ is bounded on $\mathbb{R}$ due to the Lipschitz continuity of $h$ on the interval $[a, b]$. Thus, since $x_{k} \rightarrow a$, by Lemma A. 1 for all $\varepsilon>0$ there exists $k_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\int_{\mathbb{R} \backslash[a-\varepsilon, a+\varepsilon]} g_{k}(y) d y<2 \varepsilon \tag{36}
\end{equation*}
$$

for all $k \geq k_{0}$. On the other hand, the assumptions that $x_{k} \rightarrow a$ as $k \rightarrow \infty$ and $x_{k} \in[a, b]$ for all $k=1,2, \ldots$ imply that for all $\varepsilon>0$ there exists $k_{1} \in \mathbb{N}$ such that $x_{k} \in[a, a+\varepsilon]$ for all $k \geq k_{1}$. Thus, by the Lipschitz continuity of $h$ on the interval [ $\left.a, b\right]$, Lemma A. 2 implies that for some $C>0$, for all $\varepsilon \in] 0, b-a\left[\right.$ there exists $k_{2} \geq k_{1}$ such that

$$
\begin{equation*}
\left|\int_{a}^{a+\varepsilon} g_{k}(y) d y\right|<C \varepsilon \tag{37}
\end{equation*}
$$

for all $k \geq k_{2}$. Furthermore, by the assumptions that $x_{k} \rightarrow a$ as $k \rightarrow \infty$ and $x_{k} \in[a, b]$ for all $k=1,2, \ldots$, Lemma A. 4 implies that for all $\varepsilon>0$ there exists $k_{3} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left|\int_{a-\varepsilon}^{a} g_{k}(y) d y-\beta h(a)\right|<\varepsilon, \quad \text { where } \beta=-\frac{1}{2}\left[1-\lim _{k \rightarrow \infty} \operatorname{erf}\left(\frac{x_{k}-a}{\sigma_{k}}\right)\right] \tag{38}
\end{equation*}
$$

for all $k \geq k_{3}$. By combining inequalities (36)-(38), we conclude that for all $\left.\varepsilon \in\right] 0, b-a[$ there exists $k_{4} \in \mathbb{N}$ such that

$$
-2 \varepsilon+\beta h(a)-\varepsilon-C \varepsilon<\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)-h(a)<2 \varepsilon+\beta h(a)+\varepsilon+C \varepsilon
$$

for all $k \geq k_{4}$. This is equivalent the statement that for all $\left.\varepsilon \in\right] 0, b-a\left[\right.$ there exists $k_{4} \in \mathbb{N}$ such that

$$
-(3+C) \varepsilon+\alpha h(a)<\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)<(3+C) \varepsilon+\alpha h(a)
$$

for all $k \geq k_{4}$, where

$$
\alpha=1+\beta=\frac{1}{2}\left[1+\lim _{k \rightarrow \infty} \operatorname{erf}\left(\frac{x_{k}-a}{\sigma_{k}}\right)\right] .
$$

Furthermore, since $\operatorname{erf}(x) \in[-1,1]$ for all $x \in \mathbb{R}$, we observe that $\alpha \in\left[\frac{1}{2}, 1\right]$, which concludes the proof.

In analogy with Lemmata A. 3 and A.5, similar convergence results hold for the derivatives of the Gaussian transform.

Lemma A.6. Let $h:[a, b] \rightarrow \mathbb{R}$ be $C^{1,1}$ on $[a, b]$, let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $\left.x_{k} \rightarrow x^{*} \in\right] a, b\left[\right.$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime}\left(x_{k}\right)=h^{\prime}\left(x^{*}\right)
$$

Proof. Differentiation under the integral sign, the identity

$$
\begin{equation*}
\frac{\partial}{\partial x} \exp \left(-\frac{(y-x)^{2}}{\sigma_{k}^{2}}\right)=-\frac{\partial}{\partial y} \exp \left(-\frac{(y-x)^{2}}{\sigma_{k}^{2}}\right) \tag{39}
\end{equation*}
$$

and integration by parts yield

$$
\begin{align*}
\langle h\rangle_{\sigma_{k},[a, b]}^{\prime}\left(x_{k}\right)= & -C_{\sigma_{k}} \int_{a}^{b} h(y) \frac{\partial}{\partial y} \exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right) d y \\
= & -\left.C_{\sigma_{k}}\left[h(y) \exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)\right]\right|_{y=a} ^{y=b}+ \\
& C_{\sigma_{k}} \int_{a}^{b} h^{\prime}(y) \exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right) d y \tag{40}
\end{align*}
$$

Let

$$
\varepsilon^{*}=\min \left\{\left|x^{*}-a\right|,\left|x^{*}-b\right|\right\}
$$

Since $\left.x_{k} \rightarrow x^{*} \in\right] a, b[$, for all $\varepsilon \in] 0, \varepsilon^{*}\left[\right.$ there exists $k_{0} \in \mathbb{N}$ such that $x_{k}<b-\varepsilon$ and $x_{k}>a+\varepsilon$ for all $k \geq k_{0}$. Thus, for some $\left.\varepsilon \in\right] 0, \varepsilon^{*}[$ we have

$$
\exp \left(-\frac{\left(a-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)<\exp \left(-\frac{\varepsilon^{2}}{\sigma_{k}^{2}}\right)
$$

and

$$
\exp \left(-\frac{\left(b-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)<\exp \left(-\frac{\varepsilon^{2}}{\sigma_{k}^{2}}\right)
$$

for all $k \geq k_{0}$ for some $k_{0} \in \mathbb{N}$. Consequently,

$$
\begin{align*}
& \left.\lim _{k \rightarrow \infty}\left|C_{\sigma_{k}} h(y) \exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)\right|_{y=a}^{y=b} \right\rvert\, \\
= & \left|\lim _{k \rightarrow \infty} C_{\sigma_{k}} h(b) \exp \left(-\frac{\left(b-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)-\lim _{k \rightarrow \infty} C_{\sigma_{k}} h(a) \exp \left(-\frac{\left(a-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)\right| \\
\leq & \lim _{k \rightarrow \infty}\left|C_{\sigma_{k}} h(b) \exp \left(-\frac{\left(b-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)\right|+\lim _{k \rightarrow \infty}\left|C_{\sigma_{k}} h(a) \exp \left(-\frac{\left(a-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)\right| \\
\leq & \lim _{k \rightarrow \infty}\left|C_{\sigma_{k}} h(b) \exp \left(-\frac{\varepsilon^{2}}{\sigma_{k}^{2}}\right)\right|+\lim _{k \rightarrow \infty}\left|C_{\sigma_{k}} h(a) \exp \left(-\frac{\varepsilon^{2}}{\sigma_{k}^{2}}\right)\right|=0 \tag{41}
\end{align*}
$$

since $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. On the other hand, by the Lipschitz continuity of $h^{\prime}$ on the interval $[a, b]$ and the assumption that $\left.x_{k} \rightarrow x^{*} \in\right] a, b[$, Lemma A. 3 implies that

$$
\lim _{k \rightarrow \infty} C_{\sigma_{k}} \int_{a}^{b} h^{\prime}(y) \exp \left(-\frac{\left(y-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right) d y=\lim _{k \rightarrow \infty}\left\langle h^{\prime}\right\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)=h^{\prime}\left(x^{*}\right)
$$

which combined with (40) and (41) concludes the proof.
Lemma A.7. Let $h:[a, b] \rightarrow \mathbb{R}$ be $C^{1,1}$ on $[a, b]$, let $\left\{x_{k}\right\} \subset[a, b]$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*}$, where $x^{*}=a$ or $x^{*}=b$, and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

and $\alpha \in\left[\frac{1}{2}, 1\right]$ is defined by equation (34).
Proof. Due to symmetry, it suffices to consider the case $x_{k} \rightarrow a$. Differentiation under the integral sign, identity (39) and integration by parts yield equation (40). Since $x_{k} \rightarrow a<b$, by the arguments leading to inequality (41) we have

$$
\lim _{k \rightarrow \infty}-C_{\sigma_{k}} h(b) \exp \left(-\frac{\left(b-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)=0
$$

It then follows from equation (40), the Lipschitz continuity of $h^{\prime}$ and Lemma A. 5 that

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime}\left(x_{k}\right)=\alpha h^{\prime}(a)+\beta h(a)
$$

where $\alpha \in\left[\frac{1}{2}, 1\right]$ is defined by equation (34) and

$$
\beta=\lim _{k \rightarrow \infty}\left[C_{\sigma_{k}} \exp \left(-\frac{\left(a-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right)\right] .
$$

Remark A.1. The constant $\beta$ in Lemma A. 7 is not guaranteed to be finite without additional assumptions on the sequences $\left\{\mathbf{x}_{k}\right\}$ and $\left\{\sigma_{k}\right\}$.

Lemma 3.1 Let $h:[a, b] \rightarrow \mathbb{R}$ be Lipschitz continuous on $[a, b]$. Let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*} \in[a, b]$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}\left(x_{k}\right)=\alpha h\left(x^{*}\right),
$$

where

$$
\begin{cases}\alpha=1, & \text { if } \left.x^{*} \in\right] a, b[, \\ \alpha \in\left[\frac{1}{2}, 1\right], & \text { if } x^{*} \in\{a, b\} \text { and }\left\{x_{k}\right\} \subset[a, b] .\end{cases}
$$

Proof. Follows directly from Lemmata A. 3 and A. 5 .
Lemma 3.2 Let $h:[a, b] \rightarrow \mathbb{R}$ be $C^{1,1}$ on $[a, b]$, let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $x_{k} \rightarrow x^{*} \in[a, b]$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. If $\left.x^{*} \in\right] a, b[$, then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime}\left(x_{k}\right)=h^{\prime}\left(x^{*}\right) .
$$

Otherwise, if $x^{*} \in\{a, b\}$ and $\left\{x_{k}\right\} \subset[a, b]$, then
$\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime}\left(x_{k}\right)=\left\{\begin{array}{lll}\alpha h^{\prime}(a)+\beta h(a), & \beta=\lim _{k \rightarrow \infty} C_{\sigma_{k}} \exp \left(-\frac{\left(a-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right), & \text { if } x^{*}=a, \\ \alpha h^{\prime}(b)+\beta h(b), & \beta=-\lim _{k \rightarrow \infty} C_{\sigma_{k}} \exp \left(-\frac{\left(b-x_{k}\right)^{2}}{\sigma_{k}^{2}}\right), & \text { if } x^{*}=b,\end{array}\right.$
where $\alpha \in\left[\frac{1}{2}, 1\right]$.
Proof. Follows directly from Lemmata A. 6 and A. 7.
Lemma 3.4 Let $h:[a, b] \rightarrow \mathbb{R}$ be $C^{2,2}$ on $[a, b]$, let $\left\{x_{k}\right\}$ and $\left\{\sigma_{k}\right\}$ be sequences such that $\left.x_{k} \rightarrow x^{*} \in\right] a, b\left[\right.$ and $\sigma_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then

$$
\lim _{k \rightarrow \infty}\langle h\rangle_{\sigma_{k},[a, b]}^{\prime \prime}\left(x_{k}\right)=h^{\prime \prime}\left(x^{*}\right) .
$$

Proof. The proof is a straightforward extension of the proof of Lemma A. 6 with integration by parts applied twice.
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[^0]:    ${ }^{1}$ Not all variables are necessarily bounded in general distance geometry problems, but our approach can be extended to these cases in a straightforward manner.

[^1]:    ${ }^{2}$ In what follows, we tacitly assume integrability of $f$ over its domain of definition.

[^2]:    ${ }^{3}$ The assumption of decomposability of $f$ is not an essential restriction, since $f$ may always be approximated by polynomials that are decomposable [9].
    ${ }^{4}$ Here a function $f:[a, b] \rightarrow \mathbb{R}$ is $C^{n, n}$ if it is Lipschitz continuous on $[a, b]$ and has Lipschitz continuous derivatives up to $n$-th order on some open interval $I \supset[a, b]$.

[^3]:    ${ }^{5}$ The constants $\beta_{l}$ are finite since $\alpha_{l} \in\left[\frac{1}{2}, 1\right]$ and $\left|\frac{\partial f}{\partial x_{l}}\left(\boldsymbol{x}^{*}\right)\right|<\infty$ for all $l=1, \ldots, n$.

[^4]:    ${ }^{6}$ Extensions of the integration by parts formula for nondifferentiable functions have been given in the literature $[4,5]$, which allows extension of results of Section 3 to nondifferentiable functions.
    ${ }^{7}$ In the method described in [8], the integral transformation with a locally supported kernel merely serves the purpose of evaluation of derivatives, and not removing undesired local minima. Thus, this kind of methods cannot be considered as global optimization methods.

